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## PREFACE

## [TO THE FIRST EDITION]

THERE is a certain well-defined range in Electromagnetic Theory, which every student of physics may be expected to have covered, with more or less of thoroughness, before proceeding to the study of special branches of developments of the subject. The present book is intended to give the mathematical theory of this range of electromagnetism, together with the mathematical analysis required in its treatment.

The range is very approximately that of Maxwell's original Treatise, but the present book is in many respects more elementary than that of Maxwell. Maxwell's Treatise was written for the fully-equipped mathematician: the present book is written more especially for the student, and for the physicist of limited mathematical attainments.

The questions of mathematical analysis which are treated in the text bave been inserted in the places where they are first needed for the development of the physical theory, in the belief that, in many cases, the mathematical and physical theories illuminate one another by being studied simultaneously. For example, brief sketches of the theories of spherical, zonal and ellipsoidal harmonics are given in the chapter on Special Problems in Electrostatics, interwoven with the study of harmonic potentials and electrical applications: Stokes' 'Theorem is similarly given in connection with the magnetic vectorpotential, and so on. One result of this arrangement is to destroy, at least in appearance, the balance of the amounts of space allotted to the different parts of the subject. For instance, more than half the book appears to be devoted to Electrostatics, but this space will, perhaps, not seem excessive when it is noticed how many of the pages in the Electrostatic part of the book are devoted to non-electrical subjects in applied mathematics (potential-theory, theory of stress, etc.), or in pure mathematics (Green's Theorem, harmonic analysis, complex variable, Fourier's series, conjugate functions, curvilinear coordinates, etc.).

A number of examples, taken mainly from the usual Caubridge examination papers, are inserted. These may provide problems for the mathematical student, but it is hoped that they may also form a sort of compendium of results for the physicist, shewing what types of problem admit of exact mathematical solution.

It is again a pleasure to record my thanks to the officials of the University Press for their unfailing vigilance and help during the printing of the book.

## J. H. JEANS.

Princeton, December, 1907.

## [TO THE SECOND EDITION]

The second Edition will be found to differ only very slightly from the first in all except the last few chapters. The chapter on Electromagnetic Theory of Light has, however, been largely rewritten and considerably amplified, and two new chapters appear in the present edition, on the Motion of Electrons and on the General Equations of the Electromagnetic Field. These last chapters attempt to give an introduction to the more recent developments of the subject. They do not aim at anything like completeness of treatnient, even in the small parts of the subjects with which they deal, but it is hoped they will form a useful introduction to more complete and specialised works and monographs.
J. H. JEANS.

Cambridge,

## [TO THE THIRD EDITION]

In preparing a third Edition I have made only a few changes in the latter chapters, which were necessary to bring the book up to date.
J. H. JEANS.

London,

## [TO THE FOURTH EDITION]

It will be found that the main changes in the fourth Edition consist in a rearrangement of the later chapters and the addition of a wholly new chapter on the Theory of Relativity. It need hardly be said that no attempt is made to give a full account of the Theory; I have tried to present its broad outlines in the simplest possible way, and in striving after simplicity I have intentionally omitted all elaboration and detail. It is hoped that the new chapter will provide a suitable introduction to the Theory of Relativity for the student who approaches the subject for the first time, equipped with such knowledge of general electrical theory as can be gained from the rest of the book.
J. H. JEANS.

## [TO THE FIFTH EDITION]

In preparing a Fifth Edition I have introduced the changes that seemed to be called for by the now established position of the new theories of relativity and quanta. I have not attempted any detailed account of the theory of quanta but have added a chapter on "The Electrical Structure of Matter" which will introduce the reader to this theory.

It is a pleasure to record my thanks to friends and correspondents who have helped me by making suggestions and pointing out errors and misprints in earlicr editions. My thanks are especially due to Dr A. Russell, F.R.S., Dr Harold Jeffreys, F.R.S., Professor E. P. Adams, Dr R. E. Baynes, Mr L. A. Pass and Dr H. L. Curtis.
J. H. JEANS.
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## INTRODUCTION

## THE THREE DIVISIONS OF ELECTROMAGNETISM

1. The fact that a piece of amber, on being rubbed, attracted to itself other small bodies, was known to the Greeks, the discovery of this fact being attributed to Thales of Miletus (640-548 b.c.). A second fact, namely, that a certain mineral ore (lodestone) possessed the property of attracting iron, is mentioned by Lucretius. These two facts have formed the basis from which the modern science of Electromagnetism has grown. It has been found that the two phenomena are not isolated, but are insignificant units in a vast and intricate series of phenomena. To study, and as far as possible interpret, these phenomena is the province of Electromagnetism. And the mathematical development of the subject must aim at bringing as large a number of the phenomena as possible within the power of exact mathematical treatment
2. The first great branch of the science of Electromagnetism is known as Electrostatics. The second branch is commonly spoken of as Magnetism, but is more accurately described as Magnetostatics. We may say that Electrostatics has been developed from the single property of amber already mentioned, and that Magnetostatics has been developed from the single property of the lodestone. These two branches of Electromagnetism deal solely with states of rest, not with motion or changes of state, and are therefore concerned only with phenomena which can be described as statical. The developments of the two statical branches of Electromagnetism, namely Electrostatics and Magnetostatics, are entirely independent of one another. The science of Electrostatics could have been developed if the properties of the lolestone had never been discovered, and similarly the science of Magnetostatics could have been developed without any knowledge of the properties of amber.

The third branch of Electromagnetism, namely, Electrodynamics, deals with the motion of electricity and magnetism, and it is in the development of this branch that we first find that the two groups of phenomena of electricity and magnetism are related to one another. The relation is
a reciprocal relation: it is found that magnets in motion produce the same effects as electricity at rest, while electricity in motion produces the same effects as magnets at rest. The third division of Electromagnetism, then, connects the two former divisions of Electrostatics and Magnetostatics, and is in a sense symmetrically placed with regard to them. Perhaps we may compare the whole structure of Electromagnetism to an arch made of three stones. The two side stones can be placed in position independently, neither in any way resting on the other, but the third cannot be placed in position until the two side stones are securely fixed. The third stone rests equally on the two other stones and forms a connection between them.
3. In the present book these thrce divisions will be developed in the order in which they have been mentioned, namely Electrostatics, Magnetostatics, Electrodynamics. The earlier chapters will give an explanation of the physical ideas adopted by Maxwell in his Treatise on Electricity and Magnetism side by side with a purely mathematical theory. Maxwell's treatment of Electrical Science was differentiated from that of other writers by his insistence on Faraday's conception of electric and magnetic energy as residing in the medium. According to this view, the forces acting on electrified or magnetised bodies did not form the whole system of forces in action, but served only to reveal the presence of a vastly more intricate system of forces, which acted throughout the ether by which the material bodies were supposed to be surrounded. It was only through the presence of matter that the supposed system of forces became perceptible to human observation, so that it was necessary to try to reconstruct the whole system of forces from no datia except those given by the resultant effect of the forces on matter, where matter was present. As might be expected, these data proved insufficient to give full and definite knowledge of the system of ethereal furces; it was found that a great number of systems of ethereal forces could be constructed, each of which would produce the same effects on matter as are observed. Of these systems, however, a single one seemed so very much more probable than any of the others, that it was unhesitatingly adopted both by Maxwell and by Faraday.

As soon as the step had been taken of attributing the mechanical forces acting on matter to a system of forces acting throughout the whole ether, a further physical development was made not only possible but also necessary. A stress in the ether might be supposed to represent either an electric or a magnetic force, but could not be both. Firaday supposed a stress in the ether to be identical with electrostatic force. There was no longer any possibility, in this scheme of the universe, of regarding magnetostatic forces as evidence of simple stresses in the ether.

It has, however, been said that magnetostatic forces are found to be produced by the motion of electric charges. Now if electric charges at rest produce simple stresses in the ether, the motion of electric charges must obviously be accompanied by changes in the stresses in the ether. It accordingly became possible to identify magnetostatic force with change in the system of stresses in the ether. This interpretation of magnetic force formed an essential part of Maxwell's theory. Comparing the ether to an elastic material medium, we may say that the electric forces were interpreted as the statical pressures and strains which accompanied the compression, dilatation or displacement of the medium, while magnetic forces were interpreted as the pressures and strains in the medium caused by its motion and momentum. Thus electrostatic energy was regarded as the potential energy of the mcdium, while magnetic energy was regarded as its kinetic energy. Maxwell shewed that the whole series of known electrostatic and magnetostatic phenomena might be consistently interpreted as phenomena produced by the stresses and motion of a medium, this motion being in conformity with the laws of dynamics. This hypothesis is examined in the earlier chapters of the book, although, as will be seen later, recent developments call for at least a drastic modification, and more probably for the complete abandonment of the whole hypothesis.
4. The observational fact that magnetostatic forces were produced by the motion of electric charges inevitably raised the question of the interpretation of general magnetic phenomena in electrical terms. A solution of the problem suggested by Ampère and Weber needs but little modification to represent the answer to which modern investigations have led. Recent experimental researches shew that all matter must be supposed to consist solely of electrically ckarged particles, and it seems highly probable that all magnetic phenomena can be explained by the motion of these charges. If the motion of the charges is governed by a regularity of a certain kind, the body as a whole will shew magnetic properties. If this regularity does not obtain, the magnetic forces produced by the motions of the individual charges will on the whole neutralise one another, and the body will appear to be non-magnetic. On this view the electricity and magnetism which at first sight appeared to exist independently in the universe, are resolved into electricity alone-electricity and magnetism become electricity at rest and electricity in motion.

This discovery of the ultimate identity of electricity and magnetism is by no means the last word of the science of Electromagnetism. As far back as the time of Maxwell and Faraday, it was recognised that the forces at work in chemical phenomena must be regarded largely, if not entirely, as electrical forces. Later, Maxwell shewed light to be an electromagnetic phenomenon, so that the whole science of Optics became a branch of Electromagnetism.

Gradually the conviction grew that all physical forces, with the possible exception of Gravitation, would prove to be ultimately of Electromagnetic origin, so that by the end of the nineteenth century most scientists believed that the science of Electromagnetism would advance along the road opened out by Maxwell until the whole physical universe had been explained in the terms of electromagnetic theory. Recently this belief has experienced two very severe checks.

If, as Maxwell believed, the ultimate seat of electromagnetic and optical phenomena is the ether, it ought to be possible to find out something about the ether by electromagnetic and optical means. It ought, for instance, at least to be possible to determine the velocity with which we move through the ether. A series of experiments devised to this end have one and all failed to disclose this velocity. To every experimental enquiry, Nature seems to give the answer either that there is no ether or that natural phenomena go on exactly as if there were no ether. If this view is finally established, and at present there seems only a very meagre chance of any alternative, Maxwell's theory of the electromagnetic ether must necessarily fall out of science; it will have served its purpose as a scaffolding which will have enabled the structure of electromagnetic theory to have been built in perfect form, but it will not be part of that structure. Nevertheless the time for finally deciding how much of Maxwell's theory is scaffolding and how much is part of the essential structure has hardly yet come, so that in the present book we shall first develop the theory along the general lines initiated by Maxwell, and then shall devote a chapter to the development of a more modern theory and to a. discussion of how far the existence of an ether is essential to electromagnetic theory.

The second check to Maxwell's theory has originated from the study of radiation and the ultimate electrical structure of matter; phenomena of primary importance have been fuund not to be reconcileable with Maxwell's original theory. In a sense the new facts hardly cut at the roots of the theory; they must rather be thought of as restricting the spread of the branches. There is no question that the electrical phenomena of everyday life, thunderstorms, telephones and dynamos, are all governed by Maxwell's laws; it is only when we pass to the ${ }^{\text {inenomena arising from the most intimate electrical }}$ structure of matter that Maxwell's laws appear to be inadequate. Our final chapter will contain an explanation of the failure of Maxwell's Electrodynamics to deal with these problems, and a very brief introduction to the new theory which has taken its place.

## CHAPTER I

## PIIYSICAL PRINCIPLES

## The Fundamental Conceptions of Electrostatics

## I. State of Electrification of a Body.

5. We proceed to a discussion of the fundamental conceptions which form the basis of Electrostatics. The first of these is that of a state of electrification of a body. When a piece of amber has been rubbed so that it attracts small bodies to itself, we say that it is in a state of electrificationor, more shortly, that it is electrified.

Other bodies besides amber possess the power of attracting small bodies after being rubbed, and are therefore susceptible of electrification. Indeed it is found that all bodies possess this property, although it is less easily recognised in the case of most bodics, than in the case of amber. For instance a brass rod with a glass handle, if rubbed on a piece of silk or cloth, will shew the power to a marked degree. The electrification here resides in the brass; as will be explained immediately, the interposition of glass or some similar substance between the brass and the hand is necessary in order that the brass may retain its power for a sufficient time to enable us to observe it. If we hold the instrument by the brass rod and rub the glass handle we find that the same power is acquired by the glass.

## II. Conductors and Insulators.

6. Let us now suppose that we hold the electrified brass rod in one hand by its glass handle, and that we touch it with the other hand. We find that after touching it its power of attracting small bodies will have completely disappeared. If we immerse it in a stream of water or pass it through a flame we find the same result. If on the other hand we touch it with a piece of silk or a rod of glass, or stand it in a current of air, we find that its power of attracting small bodies remains unimpaired, at any rate for a time. It appears therefore that the human body, a flame or water
have the power of destroying the electrification of the brass rod when placed in contact with it, while silk and glass and air do not possess this property. It is for this reason that in handling the electrified brass rod, the substance in direct contact with the brass has been supposed to be glass and not the hand.

In this way we arrive at the idea of dividing all substances into two classes according as they do or do not remove the electrification when touching the electrified body. The class which remove the electrification are called conductors, for as we shall see later, they conduct the electrification away from the electrified body rather than destroy it altogether; the class which allow the electrified body to retain its electrification are called nonconductors or insulators. The classification of bodies into conductors and insulators appears to have been first discovered by Stephen Gray (16961736).

At the same time it must be explained that the difference between insulators and conductors is one of degree only. If our electrified brass rod were left standing for a week in contact only with the air surrounding it and the glass of its handle, we should find it hard to detect traces of electrification after this time-the electrification would have been conducted away by the air and the glass. So also if we had been able to immerse the rod in a flame for a billionth of a second only, we might have found that it retained considerable traces of electrification. It is therefore more logical to speak of good conductors and bad conductors than to speak of conductors and insulators. Nevertheless the difference between a good and a bad conductor is so enormous, that for our present purpose we need hardly take into account the feeble conducting power of a bad conductor, and may without serinus inconsistency, speak of a bad conductor as an insulator. There is, of course, nothing to prevent us imagining an ideal substance which has no conducting power at all. It will often simplify the argument to imagine such a substance, although we cannot realise it in nature.

It may be mentioned here that of all substances the metals are by very much the best conductors. Next come solutions of salts and acids, and lastly as very bad conductors (and therefore as good insulators) come oils, waxes, silk, glass and such substances as sealing wax, shellac, indiarubber. Gases under ordinary conditions are good insulators. Indeed it is worth noticing that if this had not been so, we should probably never have become acquainted with electric phenomena at all, for all electricity would be carried away by conduction through the air as soon as it was generated. Flames, however, conduct well, and, for reasons which will be explained later, all gases become good conductors when in the presence of radium or of so-called radio-active substances. Distilled water is an almost perfect insulator, but any other sample of water will contain impurities which generally cause it to conduct
tolerably well, and hence a wet body is generally a bad insulator. So also an electrified body suspended in air loses its electrification much more rapidly in damp weather than in dry, owing to conduction by water-particles in the air.

When the body is in contact with insulators only, it is said to be "insulated." The insulation is said to be good when the electrified body retains its electrification for a long interval of time, and is said to be poor when the electrification disappears rapidly. Ggod insulation will enable a body to retain most of its electrification for some days, while with poor insulation the electrification will last only for a few minutes or secords.

## III. Quantity of Electricity.

7. We pass next to the conception of a definite quantity of electricity, this quantity measuring the degree of electrification of the body with which it is associated. It is found that the quantity of electricity associated with any body remains constant except in so far as it is conducted away by conductors. To illustrate, and to some extent to prove this law, we may use in instrument known as the gold-leaf electroscope. This consists of a glass vessel, through the top of which a metal rod is passed, supporting at its lower end two gold-leaves which under normal conditions hang flat side by side, touching one another throughout their length. When an electrified body touches or is brought near to the brass rod, the two gold-leaves are seen to separate, for reasons which will become clear later (§ 21), so that the instrument can be used to examine whether or not a body is electrified.

Let us fix a metal vessel on the top of the brass rod, the vessel being closed but having a lid through which bodies can be inserted. The lid must be supplied with an insulating handle for its manipulation. Suppose that we have electrified some piece of matter-to make the picture definite, suppose that we have electrified a small brass rod by rubbing it on silk- and let us suspend this body inside the vessel by an insulating thread in such a manner that it does not touch the sides of the vessel. Let us close the lid of the vessel, so that the vessel entirely surrounds the electrified body, and note the amount of separation of the gold-leaves of the electroscope. Let us try the experiment any number of times, placing the electrified body in different positions inside the closed vessel, taking care only that it does not come into contact with the sides of the vessel or with any

sis. 1. other conductors. We shall find that in every case the separation of the gold-leaves is exactly the same.

In this way then, we get the idea of a definite quantity of electrification associated with the brass rod, this quantity being independent of the position of the rod inside the closed vessel of the electroscope. We find, further, that the divergence of the gold-leaves is not only independent of the position of the rod inside the vessel, but is independent of any changes of state which the rod may have experienced between successive insertions in the vessel, provided only that it has not been touched by conducting bodies. We might for instance heat the rod, or, if it was sufficiently thin, we might bend it into a different shape, and on replacing it inside the vessel we should find that it produced exactly the same deviation of the gold-leaves as before. We may, then, regard the electrical properties of the rod as being due to a quantity of electricity associated with the rod, this quantity remaining permanently the same, except in so far as the original charge is lessened by contact with conductors, or increased by a fresh supply.
8. We can regard the electroscope as giving an indication of the magnitude of a quantity of electricity, two charges being equal when they produce the same divergence of the leaves of the electroscope.

In the same way we can regard a spring-balance as giving an indication of the magnitude of a weight, two weights being equal when they produce the same extension of the spring.

The question of the actual quantitative measurement of a quantity of electricity as a multiple of a specified unit has not yet been touched. We can, however, easily devise means for the exact quantitative measurement of electricity in terms of a unit. We can charge a brass rod to any degree we please, and agree that the charge on this rod is to be taken to be the standard unit charge. By rubbing a number of rods until each produces exactly the same divergence of the electroscope as the standard charge, we can prepare a number of unit charges, and we can now say that a charge is equal to $n$ units, if it produces the same deviation of the electroscope as would be produced by $n$ units all inserted in the vessel of the electroscope at once. This method of measuring an electric charge is of course not one that any rational being would apply in practice, but the object of the present explanation is to elucidate the fundamental principles, and not to give an account of practical methods.
9. Positive and Negative Electricity. Let us suppose that we insert in the vessel of the electroscope the piece of silk on which one of the brass rods has been supposed to have been rubbed in order to produce its unit charge. We shall find that the silk produces a divergence of the leaves of the electroscope, and further that this divergence is exactly equal to that which is produced by inserting the brass rod alone into the vessel of the electroscope. If, however, we insert the brass rod and the silk together into the electroscope, no deviation of the leaves can be detected.

Again, let us suppose that we charge a brass rod $A$ with a charge which the divergence of the leaves shews to be $n$ units. Let us rub a second brass $\operatorname{rod} B$ with a piece of silk $C$ until it has a charge, as indicated by the electroscope, of $m$ units, $m$ being smaller than $n$. If we insert the two brass rods together, the electroscope will, as already explained, give a divergence corresponding to $n+m$ units. If, however, we insert the rod $A$ and the silk $C$ together, the deviation will be found to correspond to $n-m$ units.

In this way it is found that a charge of electricity must be supposed to have sign as well as magnitude. As a matter of convention, we agree to speak of the $m$ units of charge on the silk as $m$ positive units, or more briefly as a charge $+m$, while we speak of the charge on the brass as $m$ negative units, or a charge $-m$.
10. Generation of Electricity. It is found to be a general law that, on rubbing two bodies which are initially uncharged, equal quantities of positive and negative electricity are produced on the two bodies, so that the total charge generated, measured algebraically, is nil.

We have seen that the electroscope does not determine the sign of the charge placed inside the closed vessel, but only its magnitude. We can, however, determine both the sign and magnitude by two observations. Let us first insert the charged body alone into the vessel. Then if the divergence of the leaves corresponds to $m$ units, we know that the charge is either $+m$ or $-m$, and if we now insert the body in company with another charged body, of which the charge is known to be $+n$, then the charge we are attempting to measure will be $+m$ or $-m$ according as the divergence of the leaves indicates $n+m$ or $n \sim m$ units. With more elaborate instruments to be described later (electrometers) it is possible to determine both the magnitude and sign of a charge by one observation.
11. If we had rubbed a rod of glass, instead of one of brass, on the silk, we should have found that the silk had a negative charge, and the glass of course an equal positive charge. It therefore appears that the sign of the charge produced on a body by friction depends not only on the nature of the body itself, but also on the nature of the body with which it has been rubbed.

The following is found to be a general law : If rubbing a substance $A$ on a second substance $B$ charges $A$ positively and $B$ negatively, and if rubbing the substance $B$ on a third substance $C$ charges $B$ positively and $C$ negatively, then rubbing the substance $A$ on the substance $C$ will charge $A$ positively and $C$ negatively.

It is therefore possible to arrange any number of substances in a list such that a substance is charged with positive or negative electricity when rubbed
with a second substance, according as the first substance stands above or below the second substance on the list. The following is a list of this kind, which includes some of the most important substances:

Cat's skin, Glass, Ivory, Silk, Rock crystal, The Hand, Wood, Sulphur, Flannel, Cotton, Shellac, Caoutchouc, Resins, Guttapercha, Metals, Guncotton.

A substance is said to be electropositive or electronegative to a second substance according as it stands above or below it on a list of this kind. Thus of any pair of substances one is always electropositive to the other, the other being electronegative to the first. Two substances, although chemically the same, must be regarded as distinct for the purposes of a list such as the above, if their physical conditions are different; for instance, it is found that a hot body mast be placed lower on the list than a cold body of the same chemical composition.

## IV. Attraction and Repulsion of Electric Charges.

12. A small ball of pith, or some similarly light substance, coated with gold-leaf and suspended by an insulating thread, forms a convenient instrument for investigating the forces, if any, which are brought into play by the presence of electric charges. Let us electrify a pith ball of this kind positively and suspend it from a fixed point. We shall find that when we bring a second small body charged with positive electricity near to this first body the two bodies tend to repel one another, whereas if we bring a negatively charged body near to it, the two bodies tend to attract one another. From this and similar experiments it is found that two small bodies charged with electricity of the same sign repel one another, and that two small bodies charged with electricity of different signs attract one another.

This law can be well illustrated by tying together a few light silk threads by their ends, so that they form a tassel, and allowing the threads to hang vertically. If we now stroke the threads with the hand, or brush them with a brush of any kind, the threads all become positively electrified, and therefore repel one another. They consequently no longer hang vertically but spread themselves out into a cone. A similar phenomenon can often be noticed on brushing the hair in dry weather. The hairs become positively electrified and so tend to stand out from the head.
13. On shaking up a mixture of powdered red lead and yellow sulphur, the particles of red lead will become positively electrified, and those of the sulphur will become negatively electrified, as the result of the friction which has occurred between the two sets of particles in the shaking. If some of this powder is now dusted on to a positively electrified body, the particles of sulphur will be attracted and those of red lead repelled. The red lead will therefore fall off, or be easily removed by a breath of air, while the sulphur
particles will be retained. The positively electrified body will therefore assume a yellow colour on being dusted with the powder, and similarly a negatively electrified body would become red. It may sometimes be convenient to use this method of determining whether the electrification of a body is positive or negative.
14. The attraction and repulsion of two charged bodies is in many respects different from the force between one charged and one uncharged body. The latter force, as we have explained, was known to the Greeks: it must be attributed, as we shall see, to what is known as "electric induction," and is invariably attractive. The forces between two bodies both of which are charged, forces which may be either attractive or repulsive, seem hardly to have been noticed until the eighteenth century.

The observations of Robert Symmer (1759) on the attractions and repulsions of charged bodies are at least amusing. He was in the habit of wearing two pairs of stockings simultancously, a worsted pair for comfort and a silk pair for appearance. In pulling off his stockings he noticed that they gave a crackling noise, and sometimes that they even emitted sparks when taken off in the dark. On taking the two stockings off together from the foot and then drawing the one from inside the other, he found that both became inflated so as to reproduce the shape of the foot, and exhibited attractions and repulsions at a distance of as much as a foot and a half.
"When this experiment is performed with two black stockings in one hand, and two white in the other, it exhibits a very curious spectacle; the repulsion of those of the same colour, and the attraction of those of different colours, throws them into an agitation that is not unentertaining, and makes them catch each at that of its opposite colour, and at a greater distance than one would expect. When allowed to come together they all unite in one mass. When separated, they resume their former appearance, and admit of the repetition of the experiment as often as you please, till therr eluctricity, gradually wasting, stands in need of being recruited."

## The Law of Force between charged Particles.

15. The Torsion Bulance. Coulomb (1785) devised an instrument known as the Torsion Balance, which enabled him not only to verify the laws of attraction and repulsion qualitatively, but also to form an estimate of the actual magnitude of these forces.

The apparatus consists essentially of two light balls $A, C$, fixed at the two ends of a rod which is suspended at its middle point $B$ by a very fine thread of silver, quartz or other material. The upper end of the thread is fastened to a movable head $D$, so that the thread and the rod can be made to rotate by screwing the head. If the rod is acted on only by its weight, the
condition for equilibrium is obviously that there shall be no torsion in the thread. If, however, we fix a third small ball $E$ in the same plane as the other two, and if the three balls are elec-


Fig. 2. trified, the forces between the fixed ball and the movable ones will exert a couple on the moving rod, and the condition for equilibrium is that this couple shall exactly balance that due to the torsion. Coulomb found that the couple exerted by the torsion of the thread was exactly proportional to the angle through which one end of the thread had been turned relatively to the other, and in this way was enabled to measure his electric forces. In Coulomb's experiments one only of the two movable balls was electrified, the second serving merely as a counterpoise, and the fixed ball was at the same distance from the torsion thread as the two movable balls.

Suppose that the head of the thread is turned to such a position that the balls when uncharged rest in equilibrium, just touching one another without pressure. Let the balls receive charges $e, e^{\prime}$, and let the repulsion between them result in the bar turning through an angle $\theta$. The couple exerted on the bar by the torsion of the thread is proportional to $\theta$, and may therefore be taken to be $\kappa \theta$. If $a$ is the radius of the circle described by the movable ball, we may regard the couple acting on the rod from the electric forces as made up of a force $F$, equal to the force of repulsion between the two balls, multiplied by $a \cos \frac{1}{2} \theta$, the arm of the moment. The condition for equilibrium is accordingly

$$
\mu F \cos \frac{1}{2} \theta=\kappa \theta
$$

Let us now suppose that the torsion head is turned through an angle $\phi$ in such a direction as to make the two charged balls approach each other; after the turning has ceased, let us suppose that the balls are allowed to come to rest. In the new position of equilibrium, let us suppose that the two charged balls subtend an angle $\theta^{\prime}$ at the centre, instcad of the former angle $\theta$. The couple exerted by the torsion thread is now $\kappa\left(\theta^{\prime}+\phi\right)$, so that if $F^{\prime}$ is the new force of repulsion we must have

$$
a F^{\prime} \cos \frac{1}{2} \theta^{\prime}=\kappa\left(\theta^{\prime}+\phi\right) .
$$

By observing the value of $\phi$ required to give definite values to $\theta^{\prime}$ we can calculate values of $F^{\prime \prime}$ corresponding to any series of values of $\theta^{\prime}$. From a series of experiments of this kind it is found that so long as the charges on the two balls remain the same, $F^{\prime}$ is proportional to $\operatorname{cosec}^{2} \frac{1}{2} \theta^{\prime}$, from which it is easily seen to follow that the force of repulsion varies inversely as the
square of the distance. And when the charges on the two balls are varied it is found that the force varies as the product of the two charges, so long as their distance apart remains the same. As the result of a series of experiments conducted in this way Coulomb was able to enunciate the law:

The force between two small charged bodies is proportional to the product of their charges, and is inversely proportional to the square of their distance apart, the force being one of repulsion or attraction according as the two charges are of the same or of opposite kinds.
16. In mathematical language we may say that there is a force of repulsion of amount
where $e, \theta^{\prime}$ are the charges, $r$ their distance apart, and $c$ is a positive constant.

If $e, e^{\prime}$ are of opposite signs the product $e e^{\prime}$ is negative, and a negative repulsion must be interpreted as an attraction.

Although this law was first published by Coulomb, it subsequently appeared that it had been discovered at an earlier date by Cavendish, whose experiments were much more refined than those of Coulomb. Cavendish was able to satisfy himself that the law was certainly intermediate between the inverse $2+\frac{1}{50}$ and $2-\frac{1}{5 \delta}$ th power of the distance (see below, § 46-48). Unfortunately his researches remained unknown until his manuscripts were published in 1879 by Clerk Maxwell.

The experiments of Coulomb and Cavendish, it need hardly be said, were very rough compared with those which are rendered possible by modern refinements of theory and practice, so that these experiments are no longer the justification for using the law expressed by formula (1) as the basis of the Mathematical Theory of Electricity. More delicate experiments with the apparatus used by Cavendish, which will be explained later, have, however, been found to give a complete confirmation of Coulomb's Law, so long as the charged bodies may both be regarded as infinitely small compared with their distance apart. Any deviation from the law of Coulomb must accordingly be attributed to the finite sizes of the bodies which carry the charges. As it is only in the case of infinitely small bodies that the symbol $r$ of formula (1) has had any meaning assigned to it, we may regard the law (1) as absolutely true, at any rate so long as $r$ is large enough to be a measurable quantity.

## The Unit of Electricity.

17. The law of Coulomb supplies us with a convenient unit in which to measure electric charges.

The unit of mass, the pound or gramme, is a purely arbitrary unit, and all quantities of mass are measured simply by comparison with this unit. The same is true of the unit of space. If it were possible to keep a charge of electricity unimpaired through all time we might take an arbitrary charge of electricity as standard, and measure all charges by comparison with this one standard charge, in the way suggested in § 8. As it is not possible to do this, we find it convenient to measure electricity with reference to the units of mass, length and time of which we are already in possession, and Coulomb's Law enables us to do this. We define as the unit charge a charge such that when two unit charges are placed one on each of two small particles at a distance of a centimetre apart, the force of repulsion between the particles is one dyne. With this definition it is clear that the quantity $c$ in the formula (1) becomes equal to unity, so long as the c.c.s. system of units is used.

In a similar way, if the mass of a body did not remain constant, we might have to define the unit of mass with reference to those of time and length by saying that a mass is a unit mass provided that two such masses, placed at a unit distance apart, produce in each other by their mutual gravitational attraction an acceleration of a centimetre per second per second. In this case we should have the gravitational acceleration $f$ given by an equation of the form
and this equation would determine the unit of mass.
18. Physical dimensions. If the unit of mass were determined by equation (2), $m$ would appear to have the dimensions of an acceleration multiplied by the square of a distance, and theretore dimensions

$$
L^{2} T^{-2}
$$

As a matter of fact, however, we know that mass is something entirely apart from length and time, except in so far as it is connected with them through the law of gravitation. The complete gravitational acceleration is given by

$$
f=\gamma \frac{m \iota}{r^{3}}
$$

where $\boldsymbol{\gamma}$ is the so-called "gravitation constant."
By our proposed definition of unit mass we should have made the value of $\boldsymbol{\gamma}$ numerically equal to unity; but its physical dimensions are not those of
a mere number, so that we cannot neglect the factor $\boldsymbol{\gamma}$ when equating physical dimensions on the two sides of the equation.

So also in the formula

$$
\begin{equation*}
F=\frac{c e e^{\prime}}{r^{2}} . \tag{3}
\end{equation*}
$$

we can and do choose our unit of charge in such a way that the numerical value of $c$ is unity, so that the numerical equation becomes

$$
\begin{equation*}
F=\frac{e e^{\prime}}{r^{2}} . \tag{4}
\end{equation*}
$$

but we must remember that the factor $c$ still retains its physical dimensions. Electricity is something entirely apart from mass, length and time, and it follows that we ought to treat the dimensions of equation (3), by introducing a new unit of electricity $\boldsymbol{E}$ and saying that $c$ is of the dimensions of a force divided by $E^{2} / r^{3}$ and therefore of dimensions

$$
M L^{3} E^{-2} I^{-2}
$$

If, however, we compare dimensions in equation (4), neglecting to take account of the physical dimensions of the suppressed factor $c$, it appears as though a charge of electricity can be expressed in terms of the units of mass, length and time, just as it might appear from equation (2) as though a mass could be expressed in terms of the units of length and time. The apparent dimensions of a charge of electricity are now

$$
\begin{equation*}
M^{\frac{1}{2}} L^{\frac{z^{2}}{2}} T^{-2} \tag{5}
\end{equation*}
$$

It will be readily understood that these dimensions are merely apparent and not in any way real, when it is stated that other systems of units are also in use, and that the apparent physical dimensions of a charge of electricity are found to be different in the different systems of units. The system which we have just described, in which the unit is defined as the charge which makes $c$ numerically equal to unity in equation (3), is known as the Electrostatic system of units.

There will be different electrostatic systems of units corresponding to different units of length, mass and time. In the c.a.s. system these units are taken to be the centimetre, gramme and second. In passing from one system of units to another the unit of electricity will change as if it were a physical quantity having dimensions $M^{\frac{1}{2}} L^{\frac{1}{3}} T^{-\frac{1}{2}}$, so long as we hold to the agreement that equation (4) is to be numerically true, i.e. so long as the units remain electrostatic. This gives a certain importance to the apparent dimensions of the unt of electricity, as expressed in formula (5).

## V. Electrification by Induction.

10. Let us suspend a metal rod by insulating supports. Suppose that the rod is originally uncharged, and that we bring a small body charged with electricity near to one end of the rod, without allowing the two bodies to touch. We shall find on sprinkling the rod with electrified powder of the kind previously described ( $\$ 13$ ), that the rod is now electrified, the signs of the charges at the two ends being different. This electrification is known as electrification by induction. We speak of the electricity on the rod as an induced charge, and that on the originally electrified body as the inducing or exciting charge. We find that the induced charge at the end of the rod nearest to the inducing charge is of sign opposite to that of the inducing charge, that at the further end of the rod being of the same sign as the inducing charge. If the inducing charge is removed to a great distance from the rod, we find that the induced charges disappear completely, the rod resuming its original unelectrified state.

If the rod is arranged so that it can be divided into two parts, we can separate the two parts before removing the inducing charge, and in this way can retain the two parts of the induced charge for further examination.

If we insert the two induced charges into the vessel of the electroscope, we find that the total electrification is nil: in generating electricity by induction, as in generating it by friction, we can only generate equal quantities of positive and negative clectricity; we cannot alter the algebraic total charge. Thus the generation of electricity by induction is in no way a violation of the law that the total charge on a body remains unaltered except in so far as it is removed by conduction.
20. If the inducing charge is placed on a sufficiently light conductor, we notice a violent attraction between it and the rod which carries the induced charge. This, however, as we shall now shew, is only in accordance with Coulomb's Law. Let us, for the sake of argument, suppose that the inducing charge is a positive charge $e$. Let us divide up that part of the
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rod which is negatively charged into small parts $A B, B C, \ldots$, beginning from the end $A$ which is nearest to the inducing charge $I$, in such a way that each part contains the same small charge $-\epsilon$, of negative electricity. Let us similarly divide up the part of the rod which is positively charged into
sections $A^{\prime} B^{\prime}, B^{\prime} C^{\prime}, \ldots$, , beginning from the further end, and such that each of these parts contains a charge $+\epsilon$ of positive electricity. Since the total induced charge is zero, the number of positively charged sections $\boldsymbol{A}^{\prime} \boldsymbol{B}^{\prime}$, $B^{\prime} C^{\prime}, \ldots$ must be exactly equal to the number of negatively charged sections $A B, B C, \ldots$. The whole series of sections can therefore be divided into a series of pairs

$$
A B \text { and } A^{\prime} B^{\prime} ; \quad B C \text { and } B^{\prime} C^{\prime} ; \text { ctc. }
$$

such that the two sections of any pair contain equal and opposite.charges. 'The charge on $A^{\prime} B^{\prime}$ being of the same sign as the inducing charge $e$, repels the booly $I$ which carries this charge, while the charge on $A B$, being of a different sign from the charge on $I$, attracts $I$. Since $A B$ is nearer to $I$ than $A^{\prime} B^{\prime}$, it follows from Coulomb's Law that the attractive force $e \epsilon / r^{2}$ between $A B$ and $I$ is numerically greater than the repulsive force $e \epsilon / r^{2}$ between $A^{\prime} B^{\prime}$ and $I$, so that the resultant action of the pair of sections $A B, A^{\prime} B^{\prime}$ upon $I$ is an attraction. Obviously a similar result is true for every other pair of sections, so that we arrive at the result that the whole force between the two bodies is attractive.

This result fully accounts for the fundamental property of a charged body to attract small bodies to which no charge has been given. The proximity of the charged body induces charges of different signs on those parts of the body which are nearer to, and further away from, the inducing charge, and although the total induced charge is zero, yet the attractions will always outweigh the repulsions, so that the resultant force is always one of attraction.
21. The same conceptions explain the divergence of the gold-leaves of the electroscope which occurs when a charged body is brought near to the plate of the electroscope or introduced into a closed vessel standing on this plate. All the conducting parts of the electroscope-gold-leaves, rod, plate and vessel if any-may be regarded as a single conductor, and of this the gold-leaves form the part furthest removed from the charged body. The leaves accordingly become charged by induction with electricity of the same sign as that of the chargel body, and as the charges on the two gold-leaves are of similar sign, they repel one another.
22. On scparating the two parts of a conductor while an induced charge is on it, and then removing both from the influence of the induced charge, we gain two charges of electricity without any diminution of the inducing charge. We can store or utilise these charges in any way and on replacing the two parts of the conductor in position, we shall again obtain an induced charge. This again may be utiliged or stored, and so on indefinitely. There is therefore no limit to the magnitude of the charges which can be obtained from a small initial charge by repeating the process of induction.

This principle underlies the action of the Electrophorus. A cake of resin is electrified by friction, and for convenience is placed with its electrified
surface uppermost on a horizontal table. A metal disc is held by an insulating handle parallel to the cake of resin and at a slight distance above it. The operator then touches the upper surface of the disc with his finger. When the process has reached this stage, the metal disc, the body of the operator and the earth itself form one conductor. The negative electricity on the resin induces a positive charge on the nearer parts of this conductor-primarily on the metal disc-and a negative charge on the more remote parts of the conductor-the further region of the eiurth. When the operator removes his finger, the disc is left insulated and in possession of a positive charge. As already explained, this charge may be used and the process repeated indefinitely.

In all its essentials, the principle utilised in the generation of electricity by the "influence machines" of Voss, Holtz, Wimshurst and others is identical with that of the electrophorus. The machines are arranged so that by the turning of a handle, the various stages of the process are repeated cyclically time after time.
23. Electric Equilibrium. Returning to the apparatus illustrated in fig. 3, p. 16, it is found that if we remove the inducing charge without allowing the conducting rod to come into contact with other conductors, the charge on the rod disappears gradually as the inducing charge recedes, positive and negative electricity combining in equal quantities and neutralising one another. This shews that the inducing charge must be supposed to act upon the electricity of the induced charge, rather than upon the matter of the conductor. Upon the same principle, the various parts of the induced charge must be supposed to act directly upon one another. Moreover, in a conductor charged with electricity at rest, there is no reaction between matter and electricity tending to prevent the passage of electricity through the conductor. For if there were, it would be possible for parts of the induced charge to be retained, after the inducing charge had been removed, the parts of the induced charge being retained in position by their reaction with the matter of the conductor. Nothing of this kind is observed to occur. We conclude then that the elements of electrical charge on a conductor are each in equilibrium under the influence solely of the forces excrted by the remaining elements of charge.
24. An exception occurs when the electricity is actually at the surface of the conductor. Here there is an obvious reaction between matter and electricity-the reaction which prevents the electricity from leaving the surface of the conductor. Clearly this reaction will be normal to the surface, so that the forces acting upon the electricity in directions which lie in the tangent plane to the surface must be entirely forces from other charges of electricity, and these must be in equilibrium. To balance the action of the matter on the electricity there must be an equal and opposite reaction of
electricity on matter. This, then, will act normally outwards at the surface of the conductor. Experimentally it is best put in evidence by the electrification of soap-bubbles. A soap-bubble when electrified is observed to expand, the normal reaction between electricity and matter at its surface driving the surface outwards until equilibrium is reestablished (see below, § 94).
25. Also when two conductors of different material are placed in contact, electric phenomena are found to occur which have been explained by Helmholtz as the result of the operation of reactions between electricity and matter at the surfaces of the conductors. Thus, although electricity can pass quite freely over the different parts of the same conductor, it is not strictly true to say that electricity can pass freely from one conductor to another of different material with which it is in contact. Compared, however, with the forces with which we shall in general be dealing in electrostatics, it will be legitimate to disregard entirely any forces of the kind just described. We shall therefore neglect the difference between the materials of different conductors, so that any number of conductors placed in contact may be regarded dea a single conductor.

## Theories to explain Electrical Peenomeva.

26. One-fluid Theory. Franklin, as far back as 1751 , tried to include all the electrical phenomena with which he was acquainted in one simple explanation. He suggested that all these phenomena could be explained by supposing the existence of an indestructible "electric fluid," which could be associated with matter in different degrees. Corresponding to the normal state of matter, in which no electrical properties are exhibited, there is a definite normal amount of "electric fluid." When a body was charged with positive electricity, Franklin explained that there was an excess of "electric fluid" above the normal amount, and similarly a charge of negative electricity represented a deficiency of electric thuid. The generation of equal quantities of positive and negative electricity was now explained: for instance, in rubbing two bodies together we simply transfer "electric fluid" from one to the other. To explain the attractions and repulsions of electrified bodies, Franklin supposed that the particles of ordinary matter repelled one another, while attracting the "electric fluid." In the normal state of matter the quantities of "electric fluid" and ordinary matter were just balanced, so that there was neither attraction nor repulsion between bodies in the normal state. According to a later modification of the theory the attractions just out-balanced the repulsions in the normal state, the residual force accounting for gravitation.
27. Tuo-fluid T'lieory. A further attempt to explain electric phenomena was made by the two-Huid theory. In this there were three things concerned, ordinary matter and two electric fluids-positive and negative. The degree of electrification was supposed to be the measure of the excess of positive
electricity over negative, or of negative over positive, according to the sign of the electrification. The two kinds of electricity attracted and repelled, electricities of the same kind repelling, and of opposite kinds attracting, and in this way the observed attractions and repulsions of electrified bodies were explained without having recourse to systems of forces between electricity and ordinary matter. It is, however, obvious that the two-fluid theory was too elaborate for the facts. On this theory ordinary matter devoid of both kinds of electricity would be physically different from matter possessing equal quantities of the two kinds of electricity, although both bodies would equally shew an absence of electrification. There is no evidence that it is possible to establish any physical difference of this kind between totally unelectrified bodies, so that the two-fluid theory must be dismissed as explaining more than there is to be explained.
28. Modern view of Electricity. The two theories which have just been mentioned rested on no experimental evidence except such as is required to establish the phenomena with which they are directly concerned. The modern view of electricity, on the other hand, is based on an enormous mass of experimental evidence, to which contributions are made, not only by the phenomena of electrostatics, but also by the phenomena of almost every branch of physics and chemistry. The modern explanation of electricity is found to bear a very close resemblance to the older explanation of the onefluid theory-so much so that it will be convenient to explain the modern view of electricity simply by making the appropriate modifications of the one-fluid theory.

We suppose the "electric-fluid" of the one-fluid theory replaced by a crowd of small particles-" electrons," it will be convenient to call them-all exactly similar, and each having exactly the same charge of neqative electricity permanently attached to it. According to the best recent determinations, the amount of this charge is $4.803 \times 10^{-10}$ electrostatic units, while the mass of each electron is $9.12 \times 10^{-28}$ grammes. These deturminations, which are due to Millikan and Bucherer, are probably accurate to about one part in a thousand. To a lower degree of accuracy the radius of the electron is probably about $2 \times 10^{-13} \mathrm{cms}$. We can form some conception of the intense concentration of mass and electrification in the electron by noticing that a gramme of electrons, crammed together in cubical piling, would occupy only $7 \times 10^{-11}$ cubic centimetres, while two grammes of electrons placed at a distance of a metre apart would repel one another with a force equal to the weight of $3 \times 10^{22}$ tons. The electric force of repulsion outweighs the gravitational force of attraction in the ratio of $4.2 \times 10^{42}$ to one.

A piecs of ordinary matter in its unelectrified state contains a certain number of electrons of this kind, and just such that two pieces of matter each in this state,
$\left(\begin{array}{c}\left(\begin{array}{c}(17265 \\ (10.5 .6 \\ 1 \\ 10 .\end{array}\right)\end{array}\right)^{3}$
this condition in fact defines the unelectrified state. A piece of matter appears to be charged with negative or positive electricity according as the number of negatively-charged electrons it possesses is in excess or defect of the number it would possess in its unelectrified state.

From this it follows that we cannot go on dividing a charge of electricity indefinitely-a natural limit is imposed by the charge of one electron, just as in chemistry we suppose a natural limit to be imposed on the divisibility of matter by the mass of an atom. The modern view of electricity may then be justly described as an "atomic" view. And of all the experimental evidence which supports this view none is more striking than the circumstance that these "atoms" continually reappear in experiments of the most varied kinds, and that the atomic charge of electricity appears always to be precisely the same.

It also follows that in charging a body with electricity we either add to or subtract from its mass according as we charge it with negative electricity (i.e., add to it a number of electrons), or charge it with positive electricity (i.e., remove from it a number of electrons). Since the mass of an electron is so minute in comparison with the charge it carries, it will readily be seen that the change in its mass is very much too small to be perceptible by any methods of measurement which are at our dispo-al. Maxwell mentions, as an example of a body possessing an electric charge large compared with its mass, the case of a gramme of gold, which may be beaten into a gold-leaf one square metre in area, and can, in this state, hold a charge of 60,000 electrostatic units of negative electricity. The mass of the number of negatively electrified electrons necessary to carry this charge will be found, as the result of a brief calculation from the data already given, to be about $10^{-13}$ grammes. The change of weight by electrification is therefore one which it is far beyond the power of the most sensitive balance to detect.

On this viow of electricity, the electrons must repel one another, and must be attracted by matter which is devoid of electrons, or in which there is a deficiency of electrons. The electrons move about freely through conductors, but not through insulators. The reactions which, as we have seen, must be supposed to occur at the surface of charged conductors between "matter" and "electricity," can now be interpreted simply as systems of forces between the electrons and the remainder of the matter. $U p$ to a certain extent these forces will restrain the electrons from leaving the conductor, but if the electric forces acting on the electrons exceed a certain limit, they will overcome the forces acting between the electrons and the remainder of the conductor, and an eluetric discharge takes place from the surface of the conductor.
$\checkmark$ thus an essential feature of the modern view of electricity is that it regards the flow of electricity as a material flow of charged electrons. Good conductors and good insulators are now seen to mean simply substances in which the electrons move with extreme ease and extreme difticulty respectively.

The law that equal quantities of positive and negative electricity are generated. simultaneously means that electrons may flow about, but cannot be created or annihilated.

The modern view enables us also to give a simple physical interpretation to the phenomenon of induction. A positive charge placed near a conductor will attract the electrons in the conductor, and these will flow through the conductor towards the charge until electrical equilibrium is established. There will be then an excess of negative electrons in the regions near the positive charge, and this excess will appear as an induced negative charge. The deficiency of electrons in the more remote parts of the conductor will appear as an induced positive charge. If the inducing charge is negitive, the flow of electrons will be in the opposite direction, so that the signs of the induced charges will be reversed. In an insulator, no flow of electrons can take place, so that the phenomenon of electrification by induction does not occur.

On this view of electricity, negative electricity is essentially different in its nature from positive electricity: the difference is something more fundamental than a mere difference of sign. Experimental proof of this difference is not wanting, e.g., a sharply pointed conductor can hold a greater charge of positive than of negative electricity before reaching the limit at which a discharge begins to take place from its surface. But until we come to those parts of electric theory in which the flow of electricity has to be definitely regarded as a flow of electrons, this essential difference between positive and negative electricity will not appear, and the difference between the two will be adequately represented by a difference of sign.

In the last chapter of the book, it will be explained how recent experimental work has traced this essential difference between positive and negative electricity down to its source. We shall see that the positive electricity occurs only in the central cores or "nuclei" of the atom of which matter is constituted, while the outer regions of these atoms consist of negativelycharged particles, the "electrons" already described. For this reason the negative electricity can run about from one atom to another, and even from one conductor to another, but the positive electricity necessarily remains permanently associated with the same atoms of matter.

## Summary.

29. It will be useful to conclude the chapter by a summary of the results which are arrived at by experiment, independently of all hypotheses as to the nature of electricity.

These have been stated by Maxwell in the form of laws, as follows:
Law I. The total electrification of a body, or system of bodies, remains always the same, except in so far as it receives electrification from or gives electrification to other bodies.

Law II. When one body electrifies another by conduction, the total electrification of the two bodies remains the same; that is, the one loses as much positive or gains as much negative electrification as the other gains of positive or loses of negative electrification.

Law III. When electrification is produced by friction, or by any other known method, equal quantities of positive and negative electrification are produced.

Definition. The electrostatic unit of electricity is that quantity of positive electricity which, when placed at unit distance from an equal quantity, repels it with unit of force.

Law IV. The repulsion between two small bodies charged respectively with $e$ and $e^{\prime}$ units of electricity is numerically equal to the product of the charges divided by the square of the distance.
These are the forms in which the laws are given by Maxwell. Law I, it will be seen, includes II and III. As regards the Definition and Law IV, it is necessary to specify the medium in which the small bodies are placed, since, as we shall see later, the force is different when the bodies are in air, or in a vacuum, or surrounded by other non-conducting media. It is usual to assume, for purposes of the Definition and Law IV, that the bodies are in air. For strict scientific exactness, we ought further to specify the density, the temperature, and the exact chemical composition of the air. Also we have seen that when the electricity is not insulated on small bodies, but is free to move on conductors, the forces of Law IV must be regarded as acting on the charges of electricity themselves. When the electricity is not free to move, there is an action and reaction between the electricity and matter, so that the forces which really act on the electricity appear to act on the bodies themselves which carry the charges.

## CHAPTER II

## THE ELECTROSTATIC FIELD OF FORCE

Conceptions used in the Survey of a Field of Force

## I. The Intensity at a point.

30. The space in the neighbourhood of charges of electricity, considered with reference to the electric phenomena occurring in this space, is spoken of as the electric field.

A new charge of electricity, placed at any point 0 in an electric field, will experience attractions or repulsions from all the charges in the field. The introduction of a new charge will in general disturb the arrangement of the charges on all the conductors in the field by a process of induction. If, however, the new charge is supposed to be infinitesimal, the effects of induction will be negligible, so that the forces acting on the new charge may be supposed to arise from the charges of the original field.

Let us suppose that we introduce an infinitesimal charge $\epsilon$ on an infinitely small conductor. Any charge $e_{1}$ in the field at a distance $r_{1}$ from the point $O$ will repel the charge with a force $\epsilon e_{1} / r_{2}$. The charge $\epsilon$ will experience a similar repulsion from every charge in the field, so that each repulsion will be proportional to $\epsilon$.

The resultant of these forces, obtained by the usual rules for the composition of forces, will be a force proportional to $\epsilon$-say a force $R_{\epsilon}$ in some direction $O P$. We define the electric intensity at $O$ to be a force of which the magnitude is $R$, and the direction is $O P$. Thus

The electric intensity at any point is given, in magnitude and direction, by the force per unit charge which would act on a charged particle placed at this point, the charge on the particle being supposed so small that the distribution of electricity on the conductors in the field is not affected by its presence.

The electric intensity at 0 , defined in this way, depends only on the permanent field of force, and has nothing to do with the charge, or the size, or even the existence of the small conductor which has been used to explain
the meaning of the electric intensity. There will be a definite intensity at every point of the electric field, quite independently of the presence of small charged bodies.

A small charged body might, however, conveniently be used for exploring the electric field and determining experimentally the direction of the electric intensity at any point in the field. For if we suppose the body carrying a charge $e$ to be held by an insulating thread, both the body and thread being so light that their weights may be neglected, then clearly all the forces acting on the charged body may be reduced to two:-
(i) A force $R e$ in the direction of the electric intensity at the point occupied by $\epsilon$,
(ii) the tension of the thread acting along the thread.

For equilibrium these two forces must be equal and opposite. Hence the direction of the intensity at the point occupied by the small charged body is obtained at once by producing the direction of the thread through the charged body. And if we tie the other end of the thread to a delicate spring balance, we can measure the tension of the spring, and since this is numerically equal to $R \epsilon$, we should be able to determine $R$ if $\epsilon$ were known. We might in this way determine the magnitude and direction of the electric intensity at any point in the field.

In a similar way, a float at the end of a fishing-line might be used to determine the strength and direction of the current at any point on a small lake. And, just as with the electric intensity, we should only get the true direction of the current by supposing the float to be of infinitesimal size. We could not imagine the direction of the current obtained by anchoring a battleship in the lake, because the presence of the ship would disturb the whole system of currents.

## II. Lines of Force.

31. Let us start at any point $O$ in the electric field, and move a short distance $O P$ in the direction of the electric intensity at $O$. Starting from $P$ let us move a short distance $P Q$ in the direction of the intensity at $P$,
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and so on. In this way we obtain a broken path $O P Q R$..., formed of a number of small rectilinear elements. Let us now pass to the limiting case in which each of the elements $O P, P Q, Q R, \ldots$ is infinitely small. The broken path becomes a continuous curve, and it has the property that at every point on it the electric intensity is in the direction of the tangent
to the curve at that point. Such a curve is called a Line of Force. We may therefore define a line of force as follows:-

A line of force is a curve in the electric field, such that the tangent at every point is in the direction of the electric intensity at that point.

If we suppose the motion of a charged particle to be so much retarded by frictional resistance that it cannot acquire any appreciable momentum, then a charged particle set free in the electric field would trace out a line of force. In the same way, we should have lines of current on the surface of a lake, such that the tangent to a line of current at any point coincided with the direction of the current, and a small float set free on the lake would describe a current-line.
32. The resultant of a number of known forces has a definite direction, so that there is a single direction for the electric intensity at every point of the field. It follows that two lines of force can never intersect; for if they did there would be two directions for the electric intensity at the point of intersection (namely, the two tangents to the lines of force at this point) so that the resultant of a number of known forces would be acting in two directions at once. An exception occurs, as we shall see, when the resultant intensity vanishes at any point.

The intensity $R$ may be regarded as compounded of three components $X, Y, Z$, parallel to three rectangular axes $O x, O y, O z$.

The magnitude of the electric intensity is then given by

$$
R^{2}=X^{2}+Y^{2}+Z^{2},
$$

and the direction cosines of its direction are

$$
\frac{X}{R}, \quad \frac{Y}{R}, \quad \frac{Z}{R}
$$

These, therefore, are also the direction cosines of the tangent at $a, y, z$ to the line of force through the point. The differential equation of the system of lines of force is accordingly

$$
\frac{d x}{\bar{X}}=\frac{d y}{Y}=\frac{d z}{Z} .
$$

## III. The Potential.

33. In moving the small test-charge $\epsilon$ about in the field, we may either have to do work against electric forces, or we may find that these forces will do work for us. A small charged particle which has been placed at a point $O$ in the electric field may be regarded as a store of energy, this energy being equal to the work (positive or negative) which has been done in taking the charge to $O$ in opposition to the repulsions and attractions of the field. The energy can be reclaimed by allowing the particle to retrace its path. Assume the charge on the moving particle to be so small that
the distribution of electricity on the conductors in the field is not affected by it. Then the work done in bringing the charge $e$ to a point 0 is proportional to e, and may be taken to be Ve. The amount of work done will of course depend on the position from which the charged particle started. It is convenient, in measuring $V \epsilon$, to suppose that the particle started at a point outside the field altogether, i.e. from a point so far removed from all the charges of the field that their effect at this point is inappreciable-for brevity, we may say the point at infinity. We now define $V$ to be the potential at the point 0 . Thus

The potential at any point in the field is the work per unit charge which has to be done on a charged particle to bring it to that point, the charge on the particle being supposed so small that the distribution of electricity on the conductors in the field is not affected by its presence.

In moving the small charge $\epsilon$ from $x, y, z$ to $x+d x, y+d y, z+d z$, we shall have to perform an amount of work

$$
-(X d x+Y d y+Z d z) e
$$

so that in bringing the charge $e$ into position at $x, y, z$ from outside the field altogether, we do an amount of work

$$
-\epsilon \int(X d x+Y d y+Z d z)
$$

where the integral is taken along the path followed by $e$.
Denoting the work done on the charge $e$ in bringing it to any point $x, y, z$ in the electric field by $V \epsilon$, we clearly have

$$
\begin{equation*}
V=-\int_{\infty}^{x_{1} y_{1} \varepsilon}(X d x+Y d y+Z d z) \tag{6}
\end{equation*}
$$

giving a mathematical expression for the potential at the point $x, y, z$.
The same result can be put in a different form. If ds is any element of the path, and if the intensity $R$ at the extremity of this element makes an angle $\theta$ with $d s$, then the component of the force acting on $\epsilon$ when moving along $d s$, resolved in the direction of motion of $e$, is $R \epsilon \cos \theta$. The work done in moving $\epsilon$ along the element $d s$ is accordingly

$$
-R \epsilon \cos \theta d s
$$

so that the whole work in bringing $\epsilon$ from infinity to $a, y, z$ is

$$
-\epsilon \int_{\infty}^{x, y, z} R \cos \theta d s
$$

and since this is equal, by definition, to $V e$, we must have

$$
\begin{equation*}
V=-\int_{\infty}^{x, y, z} R \cos \theta d s \tag{7}
\end{equation*}
$$

We see at once that the two expressions (6) and (7) just obtained for $V$ are identical, on noticing that $\theta$ is the angle between two lines of which the direction cosines are respectively

We therefore have

$$
\begin{gathered}
\frac{X}{R}, \frac{Y}{R}, \frac{Z}{R} \text { and } \frac{d x}{d s}, \frac{d y}{d s}, \frac{d z}{d s} . \\
\cos \theta=\frac{X}{R} \frac{d x}{d s}+\frac{Y}{R} \frac{d y}{d s}+\frac{Z}{R} \frac{d z}{d s}, \\
R \cos \theta d s=X d x+Y d y+Z d z
\end{gathered}
$$

so that
and the identity of the two expressions becomes obvious.
If the Theorem of the Conservation of Energy is true in the Electrostatic Field, the work done in bringing a small charge $\boldsymbol{\epsilon}$ from infinity to any point $P$ must be the same whatever path to $P$ we choose. For if the amounts of work were different on two different paths, let these amounts be $V_{P} \in$ and $V_{P}{ }^{\prime} e$, and let the former be the greater. Then by taking the charge from $P$ to infinity by the former path and bringing it back by the latter, we should gain an amount of work $\left(V_{P}-V_{P}^{\prime}\right) \epsilon$, which would be contrary to the Conservation of Energy. Thus $V_{P}$ and $V_{P}{ }^{\prime}$ must be equal, and the potential at $P$ is the same, no matter by what path we reach $P$. The potential at $P$ will accordingly depend only on the coordinates $x, y, z$ of $P$.

As soon as we introduce the special law of the inverse square, we shall find that the potential must be a single-valued function of $x, y, z$, as a consequence of this law (§39), and hence shall be able to prove that the Theorem of Conservation of Energy is true in an Electrostatic field. For the moment, however, we assume this.
34. Let us denote by $W$ the work done in moving a charge $\epsilon$ from $P$ to $Q$. In bringing the charge from infinity to $P$, we do an amount of work
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which by definition is equal to $V_{P} \in$ where $T_{P}$ denotes the value of $V$ at the point $P$. Hence in taking it from infinity to $Q$, we do a total amount of work $V_{P} \epsilon+W$. This, however, is also equal by definition to $V_{Q} \epsilon$. Hence we have
or

$$
\begin{align*}
& V_{P} \epsilon+W=V_{Q} e \\
& W=\left(V_{Q}-V_{P}\right) \epsilon \tag{8}
\end{align*}
$$

35. Definition. A surface in the electric field such that at every point on it the potential has the same value, is called an Equipotential Surface.

In discussing the phenomena of the electrostatic field, it is convenient to think of the whole field as mapped out by systems of equipotential surfaces and lines of force, just as in geography we think of the earth's surface as divided up by parallels of latitude and of longitude. A more exact parallel is obtained if we think of the earth's surface as mapped out by "contour-lines" of equal height above sea-level, and by lines of greatest slope. These reproduce all the properties of equipotentials and lines of force, for in point of fact they are actual equipotentials and lines of force for the gravitational field of force.

Theorem. Equipotential surfaces cut lines of force at right angles.
Let $P$ be any point in the electric field, and let $Q$ be an adjacent point on the same equipotential as $P$. Then, by definition, $V_{P}=V_{Q}$, so that by equation (8) $W=0, W$ being the amount of work done in moving a charge $\epsilon$ from $P$ to $Q$. If $R$ is the intensity at $Q$, and $\theta$ the angle which its direction makes with $Q P$, the amount of this work must be $-R \epsilon \cos \theta \times P Q$, so that
$R \epsilon \cos \theta=0$.
Hence $\cos \theta=0$, so that the line of force cuts the equipotential at right angles. As in a former theorem, an exception has to be made in favour of the case in which $R=0$.
36. Instead of $P, Q$ being on the same equipotential, let them now be on a line parallel to the axis of $x$, their coordinates being $x, y, z$ and $x+d x$, $y, z$ respectively. In moving the charge $\epsilon$ from $P$ to $Q$ the work done is $-X \epsilon d x$, and by equation (8) it is also $\left(V_{Q}-V_{P}\right)$. Hence

$$
-X d x=V_{Q}-V_{P} .
$$

Since $Q$ and $P$ are adjacent, we have, from the definition of a differential coefficient,

$$
\frac{\partial V}{\partial x}=\frac{V_{Q}-V_{P}}{d x}=-X ;
$$

hence we have the relations

$$
X=-\frac{\partial V}{\partial x}, \quad Y=-\frac{\partial V}{\partial y}, \quad Z=-\frac{\partial V}{\partial z}
$$

results which are of course obvious on differentiating equation (6) with respect to $x, y$ and $z$ respectively.

Similarly, if we imagine $P, Q$ to be two points on the same line of force we obtain

$$
R=-\frac{\partial V}{\partial s}
$$

where $\frac{\partial}{\partial s}$ denotes differentiation along a line of force. Since $R$ is necessarily positive, it follows that $\frac{\partial V}{\partial s}$ is negative, i.e. $V$ decreases as $s$ increases, or the
intensity is in the direction of $V$ decreasing. Thus the lines of force run from higher to lower values of $V$, and, as we have already seen, cut all equipotentials at right angles.
37. At a point which is occupied by conducting material, the electric charges, as has already been said, must be in equilibrium under the action of the forces from all the other charges in the field. The resultant force from all these charges on any element of charge $\epsilon$ is however $R e$, so that we must have $R=0$. Hence $X=Y=Z=0$, so that

$$
\frac{\partial V}{\partial x}=\frac{\partial V}{\partial y}=\frac{\partial V}{\partial z}=0 .
$$

In other words, $V$ must be constant throughout a conductor for electrostatic equilibrium to be possible. And in particular the surface of a conductor must be an equipotential surface, or part of one. The equipotential of which the surface of a conductor is part has the peculiarity of being three-dimensional instead of two-dimensional, for it occupies the whole interior as well as the surface of the conductor.

In the same way, in considering the analogous arrangement of contour-lines and lines of greatest slope on a map of the earth's surface, we find that the edge of a lake or sea must be a contour-line, but that in strictness this particular contour must be regarded as two-dimensional rather than one-dimensional, since it coincides with the whole surface of the lake or sea.

If $V$ is not constant in any conductor, the intensity is in the direction of $V$ decreasing. Hence positive electricity tends to flow in the direction of $V$ decreasing, and negative electricity in the direction of $V$ increasing. If two conductors in which the potential has different values are joined by a third conductor, the intensity in the third conductor will be in direction from the conductor at higher potential to that at lower potential. Electricity will flow through this conductor, and will continue to flow until the redistribution of potential caused by the transfer of this electricity is such that the potential is the same at all points of the conductors, which may now be regarded as forming one single conductor.

Thus although the potential has been defined only with reference to single points it is possible to speak of the potential of a whole conductor. In fact, the mathematical expression of the condition that equilibrium shall be possible for a given system of charges is simply that the potential shall be constant throughout each conductor. And when electric contact is established between two conductors, either by joining them by a wire or by other means, the new condition for equilibrium which is made necessary by the new physical condition introduced, is simply that the potentials of the two conductors shall be equal.

The earth is a conductor, and is therefore at the same potential throughout. In all practical applications of electrostatics, it will be legitimate to regard the potential of the earth as zero, a distant point on the earth's surface replacing the imaginary point at infinity, with reference to which potentials have so far been measured. Thus any conductor can be reduced to potential zero by joining it by a metallic wire to the earth.

Mathematical expressions of the Law of the Inverse Square.

## I. Values of Potential and Intensity.

38. We now discuss the values of the potential and components of electric intensity when the space between the conductors is air, so that the electric forces are determined by Coulomb's Law.

If we have a single point charge $e_{1}$ at a point $P$, the value of $R$, the resultant intensity at any point $O$, is

$$
\frac{e_{1}}{P U^{2}},
$$

and its direction is that of $P O$. Hence if $\theta$ is the angle between $O P$ and

$00^{\prime}$, the line joining $O$ to an adjacent point $O^{\prime}$, the work done in moving a charge $e$ from 0 to $0^{\prime}$

$$
\begin{aligned}
& =\epsilon R \cos \theta . O O^{\prime} \\
& =\epsilon R\left(O P-O^{\prime} P\right) \\
& =-\epsilon R d r .
\end{aligned}
$$

where $O P=r, O^{\prime} P=r+d r$. Hence the work done against the repulsion of the charge $e_{1}$ in bringing $e$ from infinity to $O^{\prime}$ by any path is
where $r_{1}=0^{\prime} P$.

$$
-\epsilon \int_{r=\infty}^{r=O^{\prime} P} R d r=-\epsilon \int_{r=\infty}^{r=O P} \frac{e_{1}}{r^{2}} d r=\frac{\epsilon e_{1}}{r_{1}},
$$

If there are other charges $e_{3}, e_{3}, \ldots$ the work done against all the repulsions in bringing a charge $\epsilon$ to $O^{\prime}$ will be the sum of terms such as the above, say

$$
\epsilon\left(\frac{e_{1}}{r_{1}}+\frac{e_{2}}{r_{9}}+\frac{e_{2}}{r_{2}}+\ldots\right),
$$

where $r_{2}, r_{3}, \ldots$ are the distances from $O^{\prime}$ to $e_{2}, e_{3}, \ldots$, so that by definition

$$
V=\frac{e_{1}}{r_{2}}+\frac{e_{2}}{r_{2}}+\frac{e_{3}}{r_{3}}+\ldots
$$

39. It is now clear that the potential at any point depends only on the coordinates of the point, so that the work done in bringing a small charge from infinity to a point $P$ is always the same, no matter what path we choose, the result assumed in $\S 33$.

It follows that we cannot alter the amount of energy in the field by moving charges about in such a way that the final state of the field is the same as the original state. In other words, the Conservation of Energy is true of the Electrostatic-Field.
40. Analytically, let us suppose that the charge $e_{1}$ is at $x_{1}, y_{1}, z_{1} ; e_{2}$ at $x_{2}, y_{2}, z_{2}$; and so on. The repulsion on a small charge $\epsilon$ at $x, y, z$ resulting from the presence of $e_{1}$ at $x_{1}, y_{1}, z_{1}$ is

$$
\frac{e_{1} \epsilon}{\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}}
$$

and the direction-cosines of the direction in which this force acts on the charge $\epsilon$, are

$$
\frac{x-x_{1}}{\left[\left(x-r_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}\right]^{\frac{1}{2}}}, \frac{y-y_{1}}{\left[\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}\right]^{\frac{1}{2}}}, \text { etc. }
$$

Hence the component parallel to the axis of $x$ is

$$
\frac{e_{1} \epsilon\left(x-x_{1}\right)}{\left[\left(x-x_{1}\right)^{2}+\left(y-y_{2}\right)^{2}+\left(z-z_{1}\right)^{2}\right]^{\frac{1}{2}}} .
$$

By adding all such components, we obtain as the component of the electric intensity at $x, y, z$,

$$
X=\Sigma \frac{e_{1}\left(x-x_{1}\right)}{\left[\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}\right]^{\frac{1}{4}}}
$$

and there are similar equations for $Y$ and $Z$.
We bave as the value of $V$ at $x, y, z$, by equation (6),

$$
\begin{aligned}
V & =-\int_{\infty}^{x, y, z}(X d x+Y d y+Z d z) \\
& =-\int_{\infty}^{r, y, z} \frac{\Sigma e_{1}\left\{\left(x-x_{1}\right) d x+\left(y-y_{1}\right) d y+\left(z-z_{1}\right) d z\right\}}{\left[\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}\right]^{\frac{1}{2}}} \\
& =\Sigma \frac{e_{1}}{\left[\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}\right]^{\frac{1}{2}}}
\end{aligned}
$$

giving the same result as equation (10).
41. If the electric distribution is not confined to points, we can imagine it divided into small elements which may be treated as point charges. For instance if the electricity is spread throughout a volume, let the charge on any element of volume $d x^{\prime} d y^{\prime} d z^{\prime}$ be $\rho d x^{\prime} d y^{\prime} d z^{\prime}$ so that $\rho$ may be spoken of as the "density" of electricity at $x^{\prime}, y^{\prime}, z^{\prime}$. Then in formula (11) we can replace $e_{1}$ by $\rho d x^{\prime} d y^{\prime} d z^{\prime}$, and $x_{1}, y_{1}, z_{1}$, by $x^{\prime}, y^{\prime}, z^{\prime}$. Instead of summing the charges $e_{1}, \ldots$ we of course integrate $\rho d x^{\prime} d y^{\prime} d z^{\prime}$ through all those parts of the space which contain electrical charges. In this way we obtain
and

$$
\begin{aligned}
& X=\iiint_{i} \frac{\rho\left(x-x^{\prime}\right) d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}\right]^{\frac{1}{2}}}, \text { etc., } \\
& V=\iiint \frac{\rho d x^{\prime} d y^{\prime} d z^{\prime}}{\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}\right]^{\frac{3}{2}}} .
\end{aligned}
$$

These equations are one form of mathematical expression of the law of the inverse square of the distance. An attempt to perform the integration, in even a few simple cases, will speedily convince the student that the form is not one which lends itself to rapid progress. A second form of mathematical expression of the law of the inverse square is supplied by a Theorem of Gauss which we shall now prove, and it is this expression of the law which will form the basis of our development of electrostatical theory.

## II. Gauss' Theorem.

42. Theorem. If any closed surface is taken in the electric field, and if $N$ denotes the component of the electric intensity at any point of this surface in the direction of the outward normal, then

$$
\iint \Lambda^{\prime} d S=4 \pi E,
$$

where the integration extends over the whole of the surface, and $E$ is the total charge enclosed by the surface.

Let us suppose the charges in the field, both inside and outside the closed surface, to be $e_{1}$ at $P_{1}, e_{2}$ at $P_{3}$, and so on. The intensity at any point is the resultant of the intensities due to the charges separately, so that at any point of the surface, we may write

$$
\begin{equation*}
N=N_{1}+N_{2}+\ldots \tag{12}
\end{equation*}
$$

where $N_{1}, N_{2}, \ldots$ are the normal components of intensity due to $e_{1}, e_{2}, \ldots$ separately.

Instead of attempting to calculate $\iint N d S$ directly, we shall calculate separately the values of $\iint N_{1} d S, \iint N_{2} d S, \ldots$. The value of $\iint N d S$ will, by equation (12), be the sum of these integrals.

Let us take any small element $d S$ of the closed surface in the neighbourhood of a point $Q$ on the surface and join each point of its boundary to the point $P_{1}$. Let the small cone so formed cut off an element of area $d \sigma$ from
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a sphere drawn through $Q$ with $P_{1}$ as centre, and an element of area $d \omega$ from a sphere of unit radius drawn about $P_{1}$ as centre. Let the normal to the closed surface at $Q$ in the direction away from $P_{1}$ make an angle $\theta$ with $P_{1} Q$.

The intensity at $Q$ due to the charge $e_{1}$ at $P_{1}$ is $e_{1} / R_{1} Q^{2}$ in the direction $P Q$, so that the component of the intensity along the normal to the surface in the direction away from $P_{1}$ is

$$
\frac{e_{1}}{P_{1} \mathcal{Q}^{2}} \cos \theta
$$

The contribution to $\iint N_{2} d S$ from the element of surface is accordingly

$$
\pm \frac{e_{1}}{P_{1} Q^{2}} \cos \theta d S
$$

the + or - sign being taken according as the normal at $Q$ in the direction away from $P_{1}$ is the outward or inward normal to the surface.

Now $\cos \theta d S$ is equal to $d \sigma$, the projection of $d S$ on the sphere through $Q$ having $P_{1}$ as centre, for the two normals to $d S$ and $d \sigma$ are inclined at an angle $\theta$. Also $d \sigma=P_{1} Q^{2} d \omega$. For $d \sigma, d \omega$ are the areas cut off by the same cone on spheres of radii $P_{1} Q$ and unity respectively. Hence

$$
\frac{e_{1}}{P_{1} Q^{2}} \cos \theta d S^{\prime}=\frac{e_{1} d \sigma}{P_{1} Q^{2}}=e_{1} d \omega .
$$

If $P_{1}$ is inside the closed surface, a line from $P_{1}$ to any point on the unit sphere surrounding $P_{1}$ may either cut the closed surface only once as at $Q$ (fig. 8)-in which case the normal to the surface at $Q$ in the direction away from $P_{1}$ is the outward normal to the surface-or it may cut three times, as at $Q^{\prime}, Q^{\prime \prime}, Q^{\prime \prime \prime}$-in which case two of the normals away from $P_{1}$ (those at $Q^{\prime}, Q^{\prime \prime \prime}$ in fig. 8) are outward normals to the surface, while the third normal away from $P_{1}$ (that at $Q^{\prime \prime}$ in the figure) is an inward normal-or it may
cut five, seven, or any odd number of times. Thus a cone through a small element of area $d \omega$ on a unit sphere about $P_{1}$ may cut the closed surface any odd number of times. However many times it cuts, the first small area cut off will contribute $e_{2} d \omega$ to $\iint N_{1} d S$, the second and third small areas if they
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occur will contribute $-e_{1} d \omega$ and $+e_{1} d \omega$ respectively, the fourth and fifth if they occur will contribute $-e_{1} d \omega$ and $+e_{1} d \omega$ respectively, and so on. The total contribution from the cone surrounding $d \omega$ is, in every case, $+e_{1} d \omega$.
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Summing over all cones which can be drawn in this way through $P_{1}$ we obtain the whole value of $\iint N_{1} d S$, which is thus seen to be simply $e_{1}$ multiplied by the total surface area of the unit sphere round $P_{1}$. and therefore $4 \pi e_{1}$.

On the other hand if $P_{1}$ is outside the closed surface, as in fig. 9 , the cone through any element of area $d \omega$ on the unit sphere may either not cut the closed surface at all, or may cut twice, or four, six or any even number of times. If the cone through $d \omega$ intersects the surface at all, the first pair of elements of surface which are cut off by the cone contribute $-e_{1} d \omega$ and $+e_{1} d \omega$ respectively to $\iint N_{1} d S$. The second pair, if they occur, make a similar contribution and so on. In every case the total contribution from any small cone through $P_{1}$ is nil. By summing over all such cones we shall include the contributions from all parts of the closed surface, so that if $P_{1}$ is outside the surface $\iint N_{1} d S$ is equal to zero.

We have now seep that $\iint N_{1} d S$ is equal to $4 \pi e_{1}$ when the charge $e_{1}$ is inside the closed surface, and is equal to zero when the charge $e_{1}$ is outside the closed surface. Hence

$$
\begin{aligned}
\iint N d S & =\iint N_{1} d S+\iint N_{2} d S+\ldots \\
& =4 \pi \times(\text { the sum of all the charges inside the surface }) \\
& =4 \pi E,
\end{aligned}
$$

which proves the theorem.
Obviously the theorem is true also when there is a continuous distribution of electricity in addition to a number of point charges. For clearly we can divide up the continuous distribution into a number of small elements and treat each as a point charge.

Since $N$, the normal component of intensity, is equal by $\S 36$ to $-\frac{\partial V}{\partial n}$, where $\frac{\partial}{\partial n}$ denotes differentiation along the outward normal, it appears that we can also express Gauss' Theorem in the form

$$
\iint \frac{\partial V}{\partial u} d S=-4 \pi E
$$

Gauss' theorem forms the most convenient method at our disposal, of expressing the law of the inverse square.

We can obtain a preliminary conception of the physical meaning underlying the theorem by noticing that if the surface contains no charge at all, the theorem expresses that the average normal intensity is nil. If there is a negative charge inside the surface, the theorem shews that the average normal intensity is negative, so that a positively charged particle placed at a point on the imaginary surface will be likely to experience an attraction to the interior of the surface rather than a repulsion away from it, and vice versd if the surface contains a positive charge.

Corollaries to Gauss' Theorem.
43. Theorem. If a closed surface be drawn, such that every point on it is occupied by conducting material, the total charge inside it is nil.

We have seen that at any point occupied by conducting material, the electric intensity must vanish. Hence at every point of the closed surface, $N=0$, so that $\iint N d S=0$, and therefore, by Gauss' Theorem, the total charge inside the closed surface must vanish.

The two following special cases of this theorem are of the greatest importance.
44. Theorem. There is no charge at any point which is occupied by conducting material, unless this point is on the surface of a conductor.

For if the point is not on the surface, it will be possible to surround the point by a small sphere, such that every point of this sphere is inside the conductor. By the preceding theorem the charge inside this sphere is nil, hence there is no charge at the point in question.

This theorem is often stated by saying:-
The charge of a conductor resides on its surface.
45. Theorem. If we have a hollow closed conductor, and place any number of charged bodies inside it, the charge on its inner surface will be equal in magnitude but opposite in sign, to the total charge on the bodies inside.

For we can draw a closed surface entirely inside the material of the conductor, and by the theorem of $\S 43$, the whole charge inside this surface must be nil. This whole charge is, however, the sum of (i) the charge on the inner surface of the conductor, and (ii) the charges on the bodies inside the conductor. Hence these two must be equal and opposite.

This result explains the property of the clectroscope which led us to the conception of a definite quantity of electricity. The vessel placed on the plate of the electroscope formed a hollow closed conductor. The charge on the inner surface of this conductor, we now see, must be equal and opposite to the total charge inside, and since the total charge on this conductor is nil, the charge on its outer surface must be equal and opposite to that on the inner surface, and therefore exactly equal to the sum of the charges placed inside, independently of the position of these charges.

## The Cavendish Proof of the Law of the Inverse Square.

46. We have deduced from the law of the inverse square, that the charge inside a closed conductor is zero. We shall now shew that the converse theorem is also true. Hence, in the known fact, revealed by the
observations of Cavendish and Maxwell, that the charge inside a closed conductor is zero, we have experimental proof of the law of the inverse square which admits of much greater accuracy than the experimental proof of Coulomb.

The theorem that if there is no charge inside a spherical conductor the law of force must be that of the inverse square is due to Laplace. We need consider this converse theorem only in its application to a spherical conductor, this being the actual form of conductor used by Cavendish. The apparatus illustrated in fig. 10 is not that used by Cavendish, but is an improved form designed by Maxwell, who repeated Cavendish's experiment in a more delicate form.

Two spherical shells are fixed by a ring of ebonite so as to be concentric with one another, and insulated from one another.


Fig. 10. Electrical contact can be established between the two by letting down the small trap-door $\boldsymbol{B}$ through which a wire passes, the wire being of such a length as just to establish contact when the trap-door is closed. The experiment is conducted by electrifying the outer shell, opening the trap-door by an insulating thread without discharging the conductor, afterwards discharging the outer conductor and testing whether any charge is to be found on the inner shell by placing it in electrical contact with a delicate electroscope by means of a conducting wire inserted through the trapdoor. It is found that there are no traces of a charge on the inner sphere.
47. Suppose we start to find the law of electric force such that there shall be no charge on the inner sphere. Let us assume a law of force such that the repulsion between two charges $e, e^{\prime}$ at distance $r$ apart is $e e^{\prime} \phi(r)$. The potential, calculated as explained in § 33, is

$$
\begin{equation*}
\Sigma e \int_{r}^{\infty} \phi(r) d r \tag{13}
\end{equation*}
$$

where the summation extends over all the charges in the field.
Let us calculate the potential at a point inside the sphere due to a charge $E$ spread entirely over the surface of the sphere. If the sphere is of radius $a$, the area of its surface is $4 \pi a^{2}$, so that the amount of charge per unit area is $E / 4 \pi a^{2}$, and the expression for the potential becomes

$$
V=\iint \frac{E}{4 \pi a^{2}}\left(\int_{r}^{\infty} \phi(r) d r ; a^{2} \sin \theta d \theta d \phi .\right.
$$

the summation of expression (13) being now replaced by an integration which
extends over the whole sphere. In this expression $r$ is the distance from the point at which the potential is evaluated, to the element $a^{2} \sin \theta d \theta d \phi$ of spherical surface.

If we agree to evaluate the potential at a point situated on the axis $\theta=0$ at a distance $c$ from the centre, we may write

$$
r=a^{2}+c^{2}-2 a c \cos \theta .
$$

Since $c$ is a constant, we obtain as the relation between $d r$ and $d \theta$, by differentiation of this last equation,

$$
\begin{equation*}
r d r=a c \sin \theta d \theta . \tag{15}
\end{equation*}
$$

If we integrate expression (14) with respect to $\phi$, the limits being of course $\phi=0$ and $\phi=2 \pi$, we obtain

$$
V=\frac{1}{2} E \int_{\theta=0}^{\theta=\pi}\left(\int_{r}^{\infty} \phi(r) d r\right) \sin \theta d \theta,
$$

or, on changing the variable from $\theta$ to $r$, by the help of relation (15)

$$
V=\frac{1}{2} E \int_{r=a-c}^{r=a+c}\left(\int_{r}^{\infty} \phi(r) d r\right) \frac{r d r}{a c} .
$$

If we introduce a new function $f(r)$, defined by

$$
f(r)=\int\left(\int_{r}^{\infty} \phi(r) d r\right) r d r
$$

we obtain as the value of $V$,

$$
V=\frac{E}{2 a c}\{f(a+c)-f(a-c)\} .
$$

If the inner and outer spheres are in electrical contact, their potentials are the same; and if, as experiment shews to be the case, there is no charge on the inner sphere, then the whole potential must be that just found. This expression must, accordingly, have the same value whether $c$ represents the radius of the outer sphere or that of the inner. Since this is true whatever the radius of the inner sphere may be, the expression must be the same for all values of $c$. We must accordingly have

$$
\frac{2 a c V}{E^{\prime}}=f(a+c)-f(a-c),
$$

where $V$ is the same for all values of $c$. Differentiating this equation twice with respect to $c$, we obtain

$$
0=f^{\prime \prime}(a+c)-f^{\prime \prime}(a-c)
$$

Since by definition, $f(r)$ depends only on the law of force, and not on $a$ or $c$ it follows from the relation

$$
f^{\prime \prime}(a+c)=f^{\prime \prime}(a-c)
$$

that $f^{\prime \prime}(r)$ must be a constant, say $\mathcal{C}$.

Hence

$$
f(r)=A+B r+\frac{1}{2} C r^{2},
$$

and by definition

$$
f(r)=\int\left(\int_{r}^{\infty} \phi(r) d r\right) r d r
$$

so that on equating the two values of $f^{\prime \prime}(r)$,

Therefore
or

$$
\begin{gathered}
B+C r=r \int_{r}^{\infty} \phi(r) d r . \\
\int_{r}^{\infty} \phi(r) d r=C+\frac{B}{r}, \\
\phi(r)=\frac{B}{r^{2}},
\end{gathered}
$$

so that the law of foree is that of the inverse square.
48. Maxwell has examined what charge would be produced on the inner sphere if, instead of the law of force being accurately $B / r^{2}$, it were of the form $B / r^{s+q}$, where $q$ is some small quantity. In this way he found that if $q$ were even so great as $\frac{11}{218 \sigma}$, the charge on the inner sphere would have been too great to escape observation. As we have seen, the limit which Cavendish was able to assign to $q$ was $\frac{1}{b \sigma}$.

It may be urged that the form $B / r^{2+q}$ is not a sufficiently general law of force to assume. To this Maxwell has replied that it is the most general law under which conductors which are of different sizes but geometrically similar can be electrified similarly, while experiment shews that in point of fact geometrically similar conductors are electrificd similarly. We may say then with confidence that the error in the law of the inverse square, if any, is extremely small. It should, however, be clearly understood that experiment has only proved the law $B / r^{\mathbf{3}}$ for values of $r$ which are great enough to admit of observation. The law of force between two electric charges which are at very small distances from one another still remains entirely unknown to us.

## $\sqrt{ }$ III. The Equations of Poisson and Laplace.

49. There is still a third way of expressing the law of the inverse square, and this can be deduced most readily from
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Let us examine the small rectangular parallelepiped, of volume $d x d y d z$, which is bounded by the six plane faces

$$
x=\xi \pm \frac{1}{2} d x, \quad y=\eta \pm \frac{1}{2} d y, \quad z=\zeta \pm \frac{1}{2} d z .
$$

We shall suppose that this element does not contain any point charges of electricity, or part of any charged surface, but for the sake of generality we shall suppose that the whole space is charged
with a continuous distribution of electricity, the volume-density of electrification in the neighbourhood of the small element under consideration being $\rho$. The whole charge contained by the element of volume is accordingly $\rho d x d y d z$, so that Gauss' Theorem assumes the form

$$
\begin{equation*}
\iint N d S=4 \pi \rho d x d y d z \tag{16}
\end{equation*}
$$

The surface integral is the sum of six contributions, one from each face of the parallelepiped. The contribution from that face which lies in the plane $x=\xi-\frac{1}{2} d x$ is equal to $d y d z$, the area of the face, multiplied by the mean value of $N$ over this face. To a sufficient approximation, this may be supposed to be the value of $N$ at the centre of the face, i.e. at the point $\boldsymbol{\xi}-\frac{1}{2} d x, \eta, \zeta$, and this again may be written

$$
\left(\frac{\partial V}{\partial x}\right)_{\xi-\frac{1}{2} \pi x, \eta, \xi},
$$

so that the contribution to $\iint N d S$ from this face is

$$
d y d z\left(\frac{\partial V}{\partial x}\right)_{\xi-\frac{1}{d} d x, \eta, \xi} .
$$

Similarly the contribution from the opposite face is

$$
-d y d z\left(\frac{\partial V}{\partial x}\right)_{\xi+\frac{1}{2} d x, \eta, \zeta} ;
$$

the sign being different because the outward normal is now the positive axis of $x$, whereas formerly it was the negative axis. The sum of the contributions from the two faces perpendicular to the axis of $x$ is therefore

$$
\begin{equation*}
-d y d z\left\{\left(\frac{\partial V}{\partial x}\right)_{\xi+\frac{1}{2} d x, \eta, 5}-\left(\frac{\partial V}{\partial x}\right)_{\xi-\frac{1}{2} d x, \eta, 5}\right\} \tag{17}
\end{equation*}
$$

The expression inside curled brackets is the increment in the function $\frac{\partial V}{\partial x}$ when $x$ undergoes a small increment $d x$. This we know is $d x \frac{\partial}{\partial x}\left(\frac{\partial V}{\partial x}\right)$, so that expression (17) can be put in the form

$$
-\frac{\partial^{2} V}{\partial x^{2}} d x d y d z
$$

The whole value of $\iint N d S$ is accordingly

$$
-\left(\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}\right) d x d y d z,
$$

and equation (16) now assumes the form

$$
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=-4 \pi \rho
$$

This is known as Poisson's Equation; clearly if we know the value of the potential at every point, it enables us to find the charges by which this potential is produced.
50. In free space, where there are no electric charges, the equation assumes the form

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=0 . \tag{19}
\end{equation*}
$$

and this is known as Laplace's Equation. We shall denote the operator

$$
\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}
$$

by $\nabla^{2}$, so that Laplace's equation may be written in the abbreviated form

Equations (18) and (20) express the same fact as Gauss' Theorem, but express it in the form of a differential equation. Equation (20) shews that in a region in which no charges exist, the potential satisfies a differential equation which is independent of the charges outside this region by which the potential is produced. It will easily be verified by direct differentiation that the value of $V$ given in equation (10) is a solution of equation (20).

We can obtain an idea of the physical meaning of this differential equation as follows.

Let us take any point $O$ and construct a sphere of radius $r$ about this point. The mean value of $V$ averaged over the surface of the sphere is

$$
\begin{aligned}
\bar{V} & =\frac{1}{4 \pi I^{2}} \iint V d S \\
& =\frac{1}{4 \pi} \iint V \sin \theta d \theta d \phi,
\end{aligned}
$$

where $r, \theta, \phi$ are polar coordinates, having 0 as origin. If we change the radius of this sphere from $r$ to $r+d r$, the rate of change of $\bar{V}$ is

$$
\begin{aligned}
\frac{\partial \bar{V}}{\partial r} & =\frac{1}{4 \pi} \iint \frac{\partial V}{\partial r} \sin \theta d \theta d \phi \\
& =\frac{1}{4 \pi r^{3}} \iint \frac{\partial V}{\partial r} d S \\
& =0, \text { by Gauss' Theorem, }
\end{aligned}
$$

shewing that $\bar{V}$ is independent of the radius $r$ of the sphere. Taking $r=0$, the value of $\bar{V}$ is seen to be equal to the potential at the origin 0 .

This gives the following interpretation of the differential equation:
$V$ varies from point to point in such a way that the average value of $V$ taken over any sphere surrounding any point 0 is equal to the value of $V$ at 0 .

## Deductions from Law of Inverse Square.

51. Theorem. The potential cannot have a maximum or a minimum value at any point in space which is not occupied by an electric charge.

For if the potential is to be a maximum at any point 0 , the potential at every point on a sphere of small radius $r$ surrounding 0 must be less than that at 0 . Hence the average value of the potential on a small sphere surrounding $O$ must be less than the value at $O$, a result in opposition to that of the last section.

A similar proof shews that the value of $V$ cannot be a minimum.
52. A second proof of this theorem is obtained at once from Laplace's equation. Regarding $V$ simply as a function of $x, y, z$, a necessary condition for $V$ to have a maximum value at any point is that $\frac{\partial^{2} V}{\partial x^{2}} \frac{\partial^{2} V}{\partial y^{2}}$ and $\frac{\partial^{2} V}{\partial z^{2}}$ shall each be negative at the point in question, a condition which is inconsistent with Laplace's equation

$$
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\hat{\sigma}^{2} V}{\partial z^{2}}=0 .
$$

So also for $V$ to be a minimum, the three differential coefficients would have to be all positive, and this again would be inconsistent with Laplace's equation.
53. If $V$ is a maximum at any point $O$, which as we have just seen must be occupied by an electric charge, then the value of $\frac{\partial V}{\partial r}$ must be negative as we cross a sphere of small radius $r$. Thus $\iint \frac{\partial V}{\partial r} d S$ is negative where the integration is taken over a small sphere surrounding $O$, and by Gauss' Theorem the value of the surface integral is $-4 \pi e$, where $e$ is the total charge inside the sphere. Thus $e$ must be positive, and similarly if $V$ is a minimum, $e$ must be negative. Thus:

If $V$ is a maximum at any point, the point must be occupied by a positive charge, and if $V$ is a milıimum at any point, the point must be occupied by a negative charge.
54. We have seen (§ 36) that in moving along a line of force we are moving, at cvery point, from higher to lower potential, so that the potential continually decreases as we move along a line of force. Hence a line of force can end only at a point at which the potential is a minimum, and similarly by tracing a line of force backwards, we see that it can begin only at a point of which the potential is a maximum. Combining this result with that of the previous theorem, it follows that:

Lines of force can begin only on positive charges, and can end only on negative charges.

It is of course possible for a line of force to begin on a positive charge, and go to infinity, the potential decreasing all the way, in which case the line of force has, strictly speaking, no end at all. So also, a line of force may come from infinity, and end on a negative charge.

Obviously a line of force cannot begin and end on the same conductor, for if it did so, the potential at its two ends would be the same. Hence there can be no lines of force in the interior of a hollow conductor which contains no charges; consequently there can be no charges on its inner surface.

## Tubes of Force.

55. Let us select any small area $d S$ in the field, and let us draw the lines of force through every point of the boundary of this small area. If $d S$ is taken sufficiently small, we can suppose the electric intensity to be the same in magnitude and direction at every point of $d S$, so that the directions of the lines of force at all the points on the boundary will be approximately all parallel. By drawing the lines of force, then, we shall obtain a "tubular" surface-i.e., a surface such that in the neighbourhood of any point the surface may be regarded as cylindrical. The surface obtained in this way is called a "tube of force." A normal cross-section of a "tube of force" is a section which cuts all the lines of force through its boundary at right angles. It therefore forms part of an equipotential surface.
56. Theorem. If $\omega_{1}, \omega_{2}$ be the areas of two normal cross-sections of the same tube of force, and $R_{1}, R_{2}$ the intensities at these sections, then

$$
R_{1} \omega_{1}=R_{2} \omega_{2}
$$

Consider the closed surface furmed by the two cross-sections of areas $\omega_{1}, \omega_{2}$, and of the part of the tube of furce
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If the direction of the lines of force is from $\omega_{1}$ to $\omega_{2}$, then the outward normal intensity over $\omega_{2}$ is $R_{3}$, so that the contribution from this area to the surface integral is $R, \omega_{2}$. So also over $\omega_{1}$ the outward normal intensity is $-R_{1}$, so that $\omega_{1}$ gives a contribution $-R_{1} \omega_{1}$. Over the rest of the surface, the outward normal is perpendicular to the electric intensity, so that $N=0$, and this part of the surtace coutributes nothing to $\iint N d S$. The whole value of this integral, then, is

$$
R_{2} \omega_{2}-R_{1} \omega_{1}
$$

and since this, as we have seen, must vanish, the theorem is proved.
57. Coulomb's Law. If $R$ is the outward intensity at a point just outside a conductor, then $R=4 \pi \sigma$, where $\sigma$ is the surface density of electrification on the conductor.

We have already seen that the whole electrification of a conductor must reside on the surface. Therefore we no longer deal with a volume density of electrification $\rho$, such that the charge in the element of volume $d x d y d z$ is $\rho d x d y d z$, but with a surface-density of electrification $\sigma$ such that the charge on an element $d S$ of the surface of the conductor is $\sigma d S$.

The surface of the conductor, as we have seen, is an equipotential, so that by the theorem of p . 29 , the intensity is in a direction normal to the surface. Let us draw perpendiculars to the surface at every point on the boundary of a small element of area $d S$, these perpendiculars each extending a small distance into the conductor in one direction and a small distance away from the conductor in the other direction. We can close the cylindrical surface so formed, by two small plane areas, each equal and parallel to the original element of area $d S$. Let us now apply Gauss' Theorem to this closed surface. The normal intensity is zero over every part of this surface except over the cap of area $d S$ which is outside the conductor. Over this cap the outward normal intensity is $R$, so that the value of the surface integral of normal
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$$
R d S=4 \pi \sigma d S
$$

and Coulomb's Law follows on dividing by $d S$.
58. Let us draw the complete tube of force which is formed by the lines of force starting from points on the boundary of the element $d S$ of the surface of the conductor. Let us suppose that the surface density on this element is positive, so that the area $d S$ forms the normal cross-section at
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the positive end, or beginning, of the tube of force. Let us suppose that at the negative end of the tube of force, the normal cross-section is $d S^{\prime}$, that
the surface density of electrification is $\sigma^{\prime}, \sigma^{\prime}$ being of course negative, and that the intensity in the direction of the lines of force is $R^{\prime}$. Then, as in equation (21),

$$
R^{\prime} d S^{\prime}=-4 \pi \sigma^{\prime} d S^{\prime},
$$

since the outward intensity is now $-R^{\prime}$.
Since $R, R^{\prime}$ are the intensities at two points in the same tube of force at which the normal cross-sections are $d S, d S^{\prime}$, it follows from the theorem of $\S 56$, that

$$
R d S=R^{\prime} d S^{\prime}
$$

and hence, on comparing the values just found for $R d S$ and $R^{\prime} d S^{\prime}$, that

$$
\sigma d S=-\sigma^{\prime} d S^{\prime} .
$$

Since $\sigma d S$ and $\sigma^{\prime} d S^{\prime}$ are respectively the charges of electricity from which the tube begins and on which it terminates, we see that:

The negative charge of electricity on which a tube of force terminates is numerically equal to the positive charge from which it starts.

If we close the ends of the tube of force by two small caps inside the conductors, as in fig. 14, we have a closed surface such that the normal intensity vanishes at every point. Thus, by Gauss' Theorem, the total charge inside must vanish, giving the result at once.
59. The numerical value of either of the charges at the ends of a tube of force may conveniently be spoken of as the strength of the tube. A tube of unit strength is spoken of by many writers as a unit tube of force.

The strength of a tube of force is $\sigma d S$ in the notation already used, and this, by Coulomb's Law, is equal to $\frac{1}{4 \pi} R d S$ where $R$ is the intensity at the end $d S$ of the tube. By the theorem of $\S 56, R d S$ is equal to $R_{1} \omega_{1}$ where $R_{1}, \omega_{1}$ are the intensity and cross-section at any point of the tube. Hence $R_{1} \omega_{1}=4 \pi$ times the strength of the tube. It follows that:

The intensity at any point is equal to $4 \pi$ times the aggregate strength per unit area of the tubes which cross a plane drawn at right angles to the direction of the intensity.

In terms of unit tubes of force, we may say that the intensity is $4 \pi$ times the number of unit tubes per unit area which cross a plane drawn at right angles to the intensity.

The conception of tubes of force is due to Faraday: indeed it formed almost his only instrument for picturing to himself the phenomena of the Electric Field. It will be found that a number of theorems connected with the electric field become almost obvious when interpreted with the help of the conception of tubes of furce. For instance we proved on p . 37 that
when a number of charged bodies are placed inside a hollow conductor, they induce on its inner surface a charge equal and opposite to the sum of all their charges. This may now be regarded as a special case of the obvious theorem that the total charge associated with the beginnings and terminations of any number of tubes of force, none of which pass to infinity, must be nil.

## Examples of Fields of Force.

60. It will be of advantage to study a few particular fields of electric force by means of drawing their lines of force and equipotential surfaces.

## I. Two Equal Point Charges.

61. Let $A, B$ be two equal point charges, say at the points $x=-a,+a$. The equations of the lines of force which are in the plane of $a, y$ are easily found to be

$$
\begin{equation*}
\frac{\partial y}{\partial x}=\frac{Y}{\bar{X}}=\frac{y}{x+a\binom{P B^{2}-P A^{2}}{\dot{P} \overline{B^{3}+P A^{2}}}} \tag{22}
\end{equation*}
$$

where $P$ is the point $x, y$.
This equation admits of integration in the form

$$
\begin{equation*}
\frac{x+a}{P A}+\frac{x-a}{P B}=\mathrm{cons} . \tag{23}
\end{equation*}
$$

From this equation the lines of force can be drawn, and will be found to lie as in fig. 15.
62. There are, however, only a few cases in which the differential equations of the lines of force can be integrated, and it is frequently simplest to obtain the properties of the lines of force directly from the differential equation. The following treatment illustrates the method of treating lines of force without integrating the differential equation.

From equation (22) we see that obvious lines of force are
(i) $y=0, \frac{\partial y}{\partial x}=0$, giving the axis $A B$;
(ii) $x=0, P A=P B, \frac{\partial y}{\partial x}=\infty$, giving the line which bisects $A B$ at right angles.
These lines intersect at $C$, the middle point of $A B$. At this point, then, $\frac{\partial y}{\partial x}$ has two values, and since $\frac{\partial y}{\partial x}=\frac{Y}{X}$, it follows that we must have $X=0$, $\boldsymbol{Y}=0$. In other words, the point $C$ is a point of equilibrium, as is otherwise obvious.

The same result can be seen in another way. If we start from $\boldsymbol{A}$ and draw a small tube surrounding the line $A B$, it is clear that the cross-section of the tube, no matter how small it was initially, will have become infinite by the time it reaches the plane which bisects $A B$ at right angles-in fact the cross-section is identical with the infinite plane. Since the product of the cross-section and the normal intensity is constant throughout a tube, it follows that at the point $C$, the intensity must vanish.
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At a great distance $R$ from the points $A$ and $D$, the fraction

$$
\frac{P B^{s}-P A^{s}}{P B^{s}+\frac{P A^{s}}{s}}
$$

vanishes to the order of $1 / R$, so that

$$
\frac{\partial y}{\partial x}=\frac{y}{x},
$$

except for terms of the order of $1 / R^{2}$. Thus at infinity the lines of force become asymptutic to straight lines passing through the origin.

Let us suppose that a line of force starts from $A$ making an angle $\theta$ with $B A$ produced, and is asymptotic at infinity to a line through $C$ which makes an angle $\phi$ with $B A$ produced. By rotating this line of force about the axis $A B$ we obtain a surface which may be regarded as the boundary of a bundle of tubes of force. This surface cuts off an area

$$
2 \pi(1-\cos \theta) r^{2}
$$

from a small sphere of radius $r$ drawn about $A$, and at every point of this sphere the intensity is $e / r^{2}$ normal to the sphere. The surface again cuts off an area

$$
2 \pi(1-\cos \phi) R^{2}
$$

from a sphere of very great radius $R$ drawn about $C$, and at every point of this sphere the intensity is $2 e / R^{2}$. Hence, applying Gauss' Theorem to the part of the field enclosed by the two spheres of radii $r$ and $R$, and the surface formed by the revolution of the line of force about $A B$, we obtain

$$
2 \pi(1-\cos \theta) r^{2} \times \frac{e}{r^{2}}-2 \pi(1-\cos \phi) R^{2} \times \frac{2 e}{R^{2}}=0,
$$

from which follows the relation

$$
\sin \frac{1}{2} \theta=\sqrt{ } 2 \sin \frac{1}{2} \phi .
$$

In particular, the line of force which leaves $A$ in a direction perpendicular to $A B$ is bent through an angle of $30^{\circ}$ before it reaches its asymptote at infinity.

The sections of the equipotentials made by the plane of $x y$ for this case are shewn in fig. 16 which is drawn on the same scale as fig. 15. The equations of these curves are of course

$$
\frac{1}{P A}+\frac{1}{P B}=\text { cons., }
$$

curves of the sixth degree. The equipotential which passes through $C$ is of interest, as it intersects itself at the point $C$. This is a necessary conse-
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quence of the fact that $C$ is a point of equilibrium. Indeed the conditions for a point of equilibrium, namely

$$
\frac{\partial V}{\partial x}=0, \quad \frac{\partial V}{\partial y}=0, \quad \frac{\partial V}{\partial z}=0,
$$

may be interpreted as the condition that the equipotential ( $V=$ constant) through the point should have a double tangent plane or a tangent cone at the point.

## II. Point charges $+e,-0$.

63. Let charges $\pm e$ be at the points $x= \pm a$ ( $A, B$ ) respectively. The differential equations of the lines of force are found to be

$$
\frac{\partial y}{\partial x}=\frac{Y}{X}=\frac{y}{x+a\left(\frac{P B^{3}+P A^{2}}{P B^{3}-P A^{2}}\right)},
$$

and the integral of this is

$$
\frac{a+a}{P A}-\frac{x-a}{P B}=\mathrm{cons}
$$

The lines of force are shewn in fig. 17.
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## III. Electric Doublet.

64. An important case occurs when we have two large charges $+e,-e$, equal and opposite in sign, at a small distance apart. Taking Cartesian coordinates, let us suppose we have the charge $+e$ at $a, 0,0$ and the charge $-e$ at $-a, 0,0$, so that the distance of the charges is $2 a$.

The potential is

$$
\frac{\theta}{\sqrt{(x-a)^{2}+y^{2}+z^{1}}}-\frac{\theta}{\sqrt{(x+a)^{2}+y^{2}+z^{2}}},
$$

and when $a$ is very small, so that squares and higher powers of $a$ may be neglected, this becomes

$$
\begin{gathered}
2 e a x \\
\left(x^{2}+y^{2}+z^{2}\right)^{\frac{1}{2}}
\end{gathered}
$$

If $a$ is made to vanish, while $e$ becomes infinite, in such a way that 2ea retains the finite value $\mu$, the system is described as an electric
doublet of strength $\mu$ having for its direction the positive axis of ar. Its potential is

$$
\frac{\mu x}{\left(a^{2}+y^{2}+z^{2}\right)^{\frac{3}{2}}},
$$
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or, if we turn to polar coordinates and write $x=r \cos \theta$, is

$$
\begin{equation*}
\frac{\mu \cos \theta}{r^{2}} \tag{24}
\end{equation*}
$$

The lines of force are shewn in fig. 18. Obviously the lines at the centre of this figure become identical with those shewn in fig. 17, if the latter are shrunk indefinitely in size.
IV. Point charges $+4 e$, $-e$
65. Fig. 19 represents the distribution of the lines of force when the electric field is produced by two point charges, $+4 e$ at $A$ and $-e$ at $B$.

At infinity the resultant force will be $3 e / r^{3}$, where $r$ is the distance from a point near to $A$ and $B$. The direction of this force is outwards. Thus no lines of force can arrive at $B$ from infinity, so that all the lines of force which enter $B$ must come from $A$. The remaining lines of force from $A$ go to infinity. The tubes of force from $A$ to $B$ form a bundle of aggregate
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strength $e$, while those from $A$ to infinity have aggregate strength $3 e$. The two bundles of tubes of force are separated by the lines of force through $\boldsymbol{C}$. At $C$ the direction of the resultant force is clearly indeterminate, so that $C$ is a point of equilibrium. As the condition that $C$ is a point of equilibrium we have

$$
\frac{4 e}{A C^{2}}-\frac{e}{B C^{2}}=0 .
$$

So that $A B=B C$. At $C$ the two lines of force from $A$ coalesce and then separate out into two distinct lines of force, one from $C$ to $B$, and the other from $C$ to infinity in the direction opposite to $C B$.

The equipotentials in this field, the system of curves

$$
\frac{4}{P A}-\frac{1}{P B}=\text { cons., }
$$

are represented in fig. 20 , which is drawn on the same scale as fig. 19.

Since $C$ is a point of equilibrium the equipotential through the point $C$ must of course cut itself at $C$. At $C$ the potential

$$
\frac{4 e}{C A}-\frac{e}{C B}=\frac{e}{A B},
$$

since $C A=2 C B$. From the loop of this equipotential which surrounds $B$, the potential must fall continuously to $-\infty$ as we approach $B$, since, by the theorem of $\S 51$, there can be no maxima or minima of potential between this loop and the point $B$. Also no equipotential can intersect itself since there are obviously no points of equilibrium except $C$. One of the inter-
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mediate equipotentials is of special interest, namely that over which the potential is zero. This is the locus of the point $P$ given by

$$
\frac{4}{P A}-\frac{1}{P B}=0,
$$

and is thercfore a sphere. This is represented by the outer of the two closed curv:'s which surround $B$ in the figure.

In the same way we see that the other loop of the equipotential through $C$ must be occupied by equipotentials for which the potential rises steadily to the value $+\infty$ at $A$. So also outside the equipotential through $C$, the potential falls steadily to the value zero at infinity. Thus the zero equipotential consists of two spheres-the sphere at infinity and the sphere surrounding $B$ which has already been mentioned.
V. Three equal charges at the corners of an equilateral triangle.
66. As a further example we may examine the disposition of equipotentials when the field is produced by three point charges at the corners of an equilateral triangle. The intersection of these by the plane in which the charges lie is represented in fig. 21, in which $A, B, C$ are the points at which the charges are placed, and $D$ is the centre of the triangle $A B C$.

It will be found that there are three points of equilibrium, one on each of the lines $A D, B D, C D$. Taking $A D=a$, the distance of each point of equilibrium from $D$ is just less than $\frac{1}{} a$. The same equipotential passes through all three points of equilibrium. If the charge at each of the points
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$A, B, \sigma$ is taken to be unity, this equipotential has a potential $\frac{3 \cdot 04}{a}$. The equipotential has three loops surrounding the points $A, B, O$. In each of these loops the equipotentials are closed curves, which finally reduce to small circles surrounding the points $A, B, C$. Those drawn correspond to the potentials $\frac{3.25}{a}, \frac{3.5}{a}, \frac{3.75}{a}$, and $\frac{4}{a}$.

Outside the equipotential $\frac{8.04}{a}$, the equipotentials are closed curves
surrounding the former equipotential, and finally reducing to circles at infinity. The curves drawn correspond to potentials $\frac{2}{a}, \frac{2 \cdot 25}{a}, \frac{2 \cdot 5}{a}$, and $\frac{2 \cdot 75}{a}$. There remains the region between the point $D$ and the equipotential $\frac{3.04}{a}$. At $D$ the potential is $\frac{3.00}{a}$, so that the potential falls as we recede from the equipotential $\frac{3.04}{a}$ and reaches its minimum value at $D$. The potential at $D$ is of course not a minimum for all directions in space: for the potential increases as we move away from $D$ in directions which are in the plane $A B C$, but obviously decreases as we move away from $D$ in a direction per-

pendicular to this plane. Taking $D$ as origin, and the plane $A B C$ as plane of $a y$, it will be found that near $D$ the potential is

$$
V=\frac{3}{a}+\frac{3}{4 a^{2}}\left(x^{4}+y^{2}-2 z^{2}\right) .
$$

Thus the equipotential through $D$ is shaped like a right circular conc in the immediate neighbourhood of the point $D$. From the equation just found, it is obvious that near $D$ the sections of the equipotentials by the plane $A B C$ will be circles surrounding $D$.

From a study of the section of the equipotentials as shewn in fig. 21, it is easy to construct the complete surfaces. We see that each equipotential for which $V$ has a very high value consists of three small spheres surrounding the points $A, B, C$. For smaller values of $V$, which must, however, be greater than $\frac{3.04}{a}$, each equipotential still consists of three closed surfaces surrounding $A, B, C$, but these surfaces are no longer spherical, each one bulging out towards the point $D$. As $V$ decreases, the surfaces continue to swell out, until, when $V=\frac{3.04}{a}$, the surfaces touch one another simultaneously, in a way which will readily be understood on examining the section of this equipotential as shewn in fig. 21. It will be seen that this equipotential is shaped like a flower of three petals from which the centre has been cut away. As $V$ decreases further the surfaces continue to swell, and when $V=\frac{3}{a}$, the space at the centre becomes filled up. For still smaller values of $V$ the equipotentials are closed singly-connected surfaces, which finally become spheres at infinity corresponding to the potential $V=0$.

The sections of the equipotentials by a plane through $D A$ perpendicular to the plane $A B C$ are shewn in fig. 22.

## Special Properties of Equipotentials and Lines of Force.

## The Equipotentials and Lines of Force at infinity.

67. In $\S 40$, we obtained the general equation

$$
V=\Sigma \frac{e_{1}}{\left[\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}\right]^{\frac{1}{2}}} .
$$

If $r$ denotes the distance of $x, y, z$ from the origin, and $r_{1}$ the distance of $x_{1}, y_{1}, z_{1}$, from the origin, we may write this in the form

$$
V=\Sigma \frac{e_{1}}{\left[r^{2}-2\left(x x_{1}+y y_{1}+z z_{1}\right)+r_{1}^{2}\right]^{\frac{1}{2}}} .
$$

At a great distance from the origin this may be expanded in descending powers of the distance, in the form

$$
V=\Sigma \frac{e_{1}}{r}\left\{1+\frac{x x_{1}+y y_{1}+z z_{1}}{r^{2}}+\frac{3}{2} \frac{\left(x x_{1}+y y_{2}+z z_{1}\right)^{2}}{r^{4}}-\frac{1}{2} \frac{r_{1}^{2}}{r^{2}}+\ldots\right\} .
$$

The term of order $\frac{1}{r}$ is $\frac{\Sigma e_{1}}{r}$.
The term of order $\frac{1}{r^{2}}$ is $\frac{1}{r^{2}} \sum e_{1}\left(x x_{1}+y y_{2}+z z_{1}\right)$.

If the origin is taken at the centroid of $e_{1}$ at $x_{1}, y_{1}, z_{1}, e_{2}$ at $x_{2}, y_{2}, z_{2}$, etc., we have

$$
\sum e_{1} x_{1}=0, \quad \sum e_{1} y_{2}=0, \quad \sum e_{1} z_{1}=0 .
$$

Thus by taking the origin at this centroid, the term of order $\frac{1}{r^{2}}$ will disappear.

The term of order $\frac{1}{r^{i}}$ is

$$
\frac{3}{2 r^{\prime}} \Sigma e_{1}\left(x x_{1}+y y_{1}+z z_{1}\right)^{s}-\frac{1}{2 r^{\prime}} \Sigma e_{1} r_{2}^{2} .
$$

Let $A, B, C$, be the moments of inertia about the axes, of $e_{1}$ at $\alpha_{1}, y_{1}, \varepsilon_{1}$, etc., and let $I$ be the moment of inertia about the line joining the origin to $x, y, z$; then

$$
\begin{array}{ll}
\sum e_{1} r_{2}^{2} & =\frac{1}{2}(A+B+C), \\
\Sigma e_{1}\left(x x_{1}+y y_{1}+z z_{1}\right)^{2} & =r^{2}\left(\sum e_{1} r_{2}^{2}-I\right),
\end{array}
$$

and the terms of order $\frac{1}{r^{2}}$ become

$$
\frac{A+B+C-3 I}{2 r^{3}}
$$

Thus taking the centroid of the charges as origin, the potential at a great distance from the origin can be expanded in the form

$$
V=\frac{\Sigma e}{r}+\frac{A+B+C-3 I}{2 r^{2}}+\ldots
$$

Thus except when the total charge $\Sigma e$ vanishes, the field at infinity is the same as if the total charge $\Sigma_{e}$ were collected at the centroid of the charges. Thus the equipotentials approximate to spheres having this point as centre, and the asymptotes to the lines of force are radii drawn through the centroid. These results are illustrated in the special fields of force considered in $\S \$ 61-66$.

## The Lines of Force from collinear charges.

68. When the field is produced solely by charges all in the same straight line, the equipotentals are obviously surfaces of revolution about this line, while the lines of force lie entirely in planes through this line. In this important case, the equation of the lines of force admits of direct integration.

Let $P_{1}, P_{2}, P_{3}, \ldots$ be the positions of the charges $e_{1}, e_{2}, e_{3}, \ldots$. Let $Q, Q$ be any two adjacent points on a line of force. Let $N$ be the foot of the perpendicular from $Q$ to the axis $P_{1} P_{2}, \ldots$, and let a circle be drawn perpendicular to this axis with centre $N$ and radius $Q N$. This circle subtends at $P_{1}$ a solid angle

$$
2 \pi\left(1-\cos \theta_{1}\right),
$$

where $\theta_{1}$ is the angle $Q P_{1} N$. Thus the surface integral of normal force arising from $Q_{1}$, taken over the circle $Q N$, is

$$
2 \pi e_{1}\left(1-\cos \theta_{2}\right)
$$

and the total surface integral of normal force taken over this surface is

$$
2 \pi \Sigma e_{1}\left(1-\cos \theta_{1}\right) .
$$

If we draw the similar circle through $Q$, we obtain a closed surface bounded by these two circles and by the surface formed by the revolution
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of $Q Q^{\prime}$. This contains no electric charge, so that the surface integral of normal force taken over it must be nil. Hence the integral of force over the circle $Q N$ must be the same as that over the similar circle drawn through $Q^{\prime}$. This gives the equations of the lines of force in the form
(integral of normal force through circle such as $Q N$ ) $=$ constant,
which as we have seen, becomes

$$
\Sigma e_{1} \cos \theta_{1}=\text { constant. }
$$

Analytically, let the point $P_{1}$ have coordinates $a_{1}, 0,0$, let $P_{2}$ have coordinates $a_{3}, 0,0$, etc. and let $Q$ be the point $a, y, z$. Then

$$
\cos \theta_{2}=\frac{x-x_{1}}{\sqrt{\left(x-x_{1}\right)^{2}+y^{2}+s^{2}}},
$$

and the equation of the surfaces formed by the revolution of the lines of force is

$$
\Sigma \frac{e_{1}\left(x-x_{1}\right)}{\sqrt{\left(x-x_{1}\right)^{2}+y^{2}+\varepsilon^{2}}}=\text { constant } .
$$

It will easily be verified by differentiation that this is an integral of the differential equation

$$
\frac{\partial y}{\partial x}=\frac{Y}{X}
$$

## Equipotentials which intersect themselves.

69. We have seen that, in general, the equipotential through any point of equilibrium must intersect itself at the point of equilibrium.

Let $x, y, z$ be a point of equilibrium, and let the potential at this point be denoted by $\nabla_{0}$. Let the potential at an adjacent point $x+\xi, y+\eta, z+\zeta$, be denoted by $\nabla_{\xi, n, s}$. By Taylor's Theorem, if $f(x, y, z)$ is any function of $a, y, z$, we have
$f(x+\xi, y+\eta, z+\zeta)=f(x, y, z)+\xi \frac{\partial f}{\partial x}+\eta \frac{\partial f}{\partial y}+\zeta \frac{\partial f}{\partial z}+\frac{1}{2}\left(\xi \frac{\xi^{2}}{\partial x^{2}}+2 \xi \eta \frac{\partial \rho f}{\partial x \partial y}+\ldots\right)$, where the differential coefficients of $f$ are evaluated at $x, y, z$. Taking $f(x, y, z)$ to be the potential at $a, y, z$, this of course being a function of the variables $a, y, z$, the foregoing equation becomes

$$
\nabla_{k, \eta, \xi}=V_{0} \dot{+} \frac{\partial V}{\partial x}+\eta \frac{\partial V}{\partial y}+\xi \frac{\partial V}{\partial z}+\frac{1}{\eta}\left(\xi^{2} \frac{\partial^{2} V}{\partial x^{2}}+2 \xi \eta \frac{\partial^{2} V}{\partial x \partial y}+\ldots\right) \ldots(25) .
$$

If $x, y, z$ is a point of equilibrium,

$$
\begin{gathered}
\frac{\partial V}{\partial x}=\frac{\partial V}{\partial y}=\frac{\partial V}{\partial z}=0, \\
\nabla_{6, \eta, \zeta}=V_{0}+\frac{1}{2}\left(\xi^{2} \frac{\partial^{2} V}{\partial x^{2}}+2 \xi \eta \frac{\partial^{2} V}{\partial x \partial y}+\ldots\right) .
\end{gathered}
$$

so that
Referred to $a, y, z$ as origin, the coordinates of the point $x+\xi, y+\eta$, $s+\zeta$ become $\xi, \eta, \zeta$, and the equation of the equipotential $V=O$ becomes

$$
C-\nabla_{0}=\frac{1}{2}\left(\xi^{2} \frac{\partial^{2} V}{\partial x^{2}}+2 \xi_{\eta} \frac{\partial^{2} V}{\partial x \partial y}+\ldots\right)
$$

In the neighbourhood of the point of equilibrium, the values of $\boldsymbol{\xi}, \eta, \zeta$ are small, so that in general the terms containing powers of $\xi, \eta, \zeta$ higher than squares may be neglected, and the equation of the equipotential $\boldsymbol{V}=\boldsymbol{C}$ becomes

$$
\xi^{2} \frac{\partial^{2} V}{\partial a^{2}}+2 \xi \eta \frac{\partial^{2} V}{\partial x \partial y}+\ldots=2\left(C-V_{0}\right) .
$$

In particular the equipotential $V=\nabla_{0}$ becomes identical, in the neighbourhood of the point of equilibrium, with the cone

$$
\xi^{2} \frac{\partial^{2} V}{\partial x^{9}}+2 \xi \eta \frac{\partial^{2} V}{\partial x \partial y}+\ldots=0 .
$$

Let this cone, referred to its principal axes, become

$$
a \xi^{\prime 2}+b \eta^{\prime 2}+c \xi^{\prime 2}=0 .
$$

then, since the sum of the coefficients of the squares of the variables is an invariant,

$$
a+b+o=\frac{\partial^{a} V}{\partial x^{a}}+\frac{\partial^{a} V}{\partial y^{2}}+\frac{\partial^{a} V}{\partial z^{2}}=0 .
$$

Now $a+b+c=0$ is the condition that the cone shall have three perpendicular generators. Hence we see that at the point at which an equipotential cuts itself, we can always find three perpendicular tangents to the equipotential. Moreover we can find these perpendicular tangents in an infinite number of ways.

In the particular case in which the cone is one of revolution (e.g., if the whole field is symmetrical about an axis, as in figures 16 and 20), the equation of the cone must become

$$
\xi^{\prime \prime}+\eta^{\prime \prime}-2 \zeta^{\prime \prime}=0,
$$

where the axis of $\zeta^{\prime \prime}$ is the axis of symmetry. The section of the equipotential made by any plane through the axis, say that of $\xi^{\prime} \zeta^{\prime}$, must now become

$$
\xi^{\prime 2}-2 \zeta^{\prime 2}=0
$$

in the neighbourhood of the point of equilibrium, and this shews that the tangents to the equipotentials each make a constant angle $\tan ^{-1} \sqrt{ } 2\left(=54^{\circ} 44^{\prime}\right)$ with the axis of symmetry.

In the more general cases in which there is not symmetry about an axis, the two branches of the surface will in general intersect in a line, and the cone reduces to two planes, the equation being

$$
a \xi^{\prime 2}+b \eta^{\prime 2}=0
$$

where the axis of $\zeta^{\prime}$ is the line of intersection. We now have $a+b=0$, so that the tangent planes to the equipotential intersect at right angles.

An analogous theorem can be proved when $n$ sheets of an equipotential intersect at a point. The theorem states that the $n$ sheets make equal angles $\pi / n$ with one another. (Rankin's Theorem, see Maxwell's Electricity and Magnetism, § 115, or Thomson and Tait's Natural Philosophy, § 780.)
70. A conductor is always an equipotential, and can be constructed so as to cut itself at any angle we please. It will be seen that the foregoing theorems can fail either through the $a, b$ and $c$ of equation (24) all vanishing, or through their all becoming infinite. In the former case the potential near a point at which the conductor cuts itself, is of the form (cf. equation (25)),

$$
V_{\xi, \eta, \xi}=V_{0}+\frac{1}{\xi}\left(\xi^{2} \frac{\partial^{2} V}{\partial x^{3}}+3 \xi^{2} \eta \frac{\partial^{2} V}{\partial x^{2} \partial y}+\ldots\right),
$$

so that the components of intensity are of the forms

$$
\begin{aligned}
\frac{\partial V}{\partial \xi} & =\frac{1}{2}\left(\xi^{2} \frac{\partial^{2} V}{\partial x^{3}}+2 \xi \eta \frac{\partial^{s} V}{\partial x^{2} \partial y}+\ldots\right) \\
& =\frac{1}{2} \frac{\partial}{\partial x}\left(\xi^{2} \frac{\partial^{4} V}{\partial x^{2}}+2 \xi \eta \frac{\partial^{2} V}{\partial x \partial y}+\ldots\right) .
\end{aligned}
$$

The intensity near the point of equilibrium is therefore a small quantity of the second order, and since by Coulomb's Law $R=4 \pi \sigma$, it follows that the
surface density is zero along the line of intersection, and is proportional to the equare of the distance from the line of intersection at adjacent points.

If, however, $a, b$ and $o$ are all infinite, we have the electric intensity also infinite, and therefore the surface density is infinite along the line of intersection.

It is clear that the surface density will vanish when the conducting surface cuts iteelf in such a way that the angle less than two right angles is external to the conductor; and that the surface density will become infinite when the angle greater than two right angles is external to the conductor. This becomes obvious on examining the arrangement of the lines of force in the neighbourhood of the angle.


Fig. 24. Angle less than two right angles external to oonductor.


Fia. 25. Angle greater than two right angles external to conductor.
71. The arrangement shewn in fig. 25 is such as will be found at the point of a lightning conductor. The object of the lightning conductor is to ensure that the intensity shall be greater at its point than on any part of the buildings it is designed to protect. The discharge will therefore take
place from the point of the lightning conductor sooner than from any part of the building, and by putting the conductor in good electrical communication with the earth, it is possible to ensure that no harm shall be done to the main buildings by the electrical discharge.

An application of the same principle will explain the danger to a human being or animal of standing in the open air in the presence of a thunder cloud, or of standing under an isolated tree. The upward point, whether the head of man or animal, or the summit of the tree, tends to collect the lines of force which pass from the cloud to the ground, so that a discharge of electricity will take place from the head or tree rather than from the ground.
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72. The property of lines of force of clustering together in this way is utilised also in the manufacture of electrical instruments. A cage of wire is
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placed round the instrument and almost all the lines of force from any charges which there may be outside the instrument will cluster together on the convex surfaces of the wire. Very few lines of force escape through this cage, so that the instrument inside the cage is hardly affected at all by any electric phenomena which may take place outside it. Fig. 27 shews the way in which lines of force are absorbed by a wire grating. It is drawn to represent the lines of force of a uniform field meeting a plane grating placed at right angles to the field of force.

The protection of a wire cage is not adequate for the most sensitive instruments, and it is usual to enclose them entirely in a metal case, except only for one small window through which readings can be taken. When this arrangement is adopted, no lines of force at all can pass from external charges to the instrument inside the metal case except for an infinitesimal number passing through the window. Lines of force which encounter the case terminate on it without in any way affecting the electric field inside, and the instrument is almost perfectly screened from any external electric field. (Cf. § 114 below.)

## EXAMPLES.

1. Two particles each of mass $m$ and charged with e units of electricity of the same sign are suspended by strings each of length $a$ from the same point; prove that the inclination $\theta$ of each string to the vertical is given by the equation

$$
4 m g a^{2} \sin ^{3} \theta=e^{2} \cos \theta
$$

2. Charges $+4 e,-\Delta$ are placed at the points $A, B$, and $C$ is the point of equilibrium. Prove that the line of force which passes through $C$ meets $A B$ at an angle of $60^{\circ}$ at $A$ and at right angles at $\boldsymbol{C}$.
3. Find the angle at $A$ (question 2) between $\boldsymbol{A B}$ and the line of force which leaves $B$ at right angles to $\boldsymbol{\Delta B}$.
4. Two positive oharges $a_{1}$ and $c_{2}$ are placed at the points $A$ and $B$ respectively. Shew that the tangent at infinity to the line of force which starts from $e_{1}$ making an angle a with BA produced, makes an angle

$$
2 \sin ^{-1}\left(\sqrt{\frac{e_{1}}{e_{1}+e_{2}}} \sin \frac{a}{2}\right)
$$

with $B A$, and passes through the point $C$ in $A B$ such that

$$
\Delta C: C B=e_{2}: \theta_{1} .
$$

6. Point charges $+a,-\infty$ are placed at the points $A, B$. The line of force which leaves $\Delta$ making an angle $a$ with $\Delta B$ meets the plane which bisects $A B$ at right angles, in $P$. Shew that

$$
\sin \frac{a}{2}=\sqrt{2} \sin \frac{P A B}{2} .
$$

6. If any closed surface be drawn not enclosing a charged body or any part of one, show that at every point of a certain closed line on the surface it intersects the equipotential surface through the point at right angles.
7. The potential is given at four points near each other and not all in one plane. Obtain an approximate construction for the direction of the field in their neighbourhood.
8. The potentials at the four corners of a amall tetrahedron $A, B, C, D$ are $V_{1}, V_{2}$, $\nabla_{3}, V_{4}$ reepectively. $G$ is the centre of gravity of masses $M_{1}$ at $\Lambda, M_{\mathbf{2}}$ at $B, M_{\mathbf{3}}$ at $O_{\mathbf{1}}$ $M_{4}$ at $D$. Shew that the potential at $G$ is

$$
\frac{M_{1} V_{1}+M_{2} V_{2}+M_{3} V_{3}+M_{4} V_{4}}{M_{1}+M I_{2}+M_{3}+M_{4}}
$$

9. Charges 3e, -Q, -c are placed at $A, B, C$ respectively, where $B$ is the middle point of $A C$. Draw a rough diagram of the lines of force; shew that a line of force which starts from 4 making an angle $a$ with $A B>\cos ^{-1}\left(-\frac{1}{8}\right)$ will not reach $B$ or $C$, and shew that the asymptote of the line of force for which $a=\cos ^{-1}\left(-\frac{8}{3}\right)$ is at right angles to $\mathbf{A C}$.
10. If there are three electrified points $A, B, C$ in a straight line, such that $\Delta C=f$, $B C=\frac{a^{2}}{f}$, and the charges are $a, \frac{-e a}{f}$ and $V a$ respectively, shew that there is always a spherical equipotential surface, and discuss the position of the points of equilibrium on the line $A B C$ when $V=\frac{f+a}{(f-a)^{2}}$ and when $V=e \frac{f-a}{(f+a)^{2}}$.
11. $A$ and $C$ are spherical conductors with charges $e+d$ and $-\theta$ respectively. Shew that there is either a point or a line of equilibrium, depending on the relative size and positions of the spheres, and on $e^{\prime} / e$. Draw a diagram for each case giving the lines of force and the sections of the equipotentials by a plane through the centres.
12. An electrified body is placed in the vicinity of a conductor in the form of a surface of anticlastic curvature. Shew that at that point of any line of force passing from the body to the conductor, at which the force is a minimum, the principal curvatures of the equipotential surface are equal and opposite.
13. Shew that it is not possible for every family of non-intersecting surfaces in free space to be a family of equipotentials, and that the condition that the family of surfaces

$$
f(\lambda, x, y, z)=0
$$

shall be capable of being equipotentials is that

$$
\begin{aligned}
& \frac{\partial{ }^{2} \lambda}{\partial x^{2}}+\frac{\partial \partial^{2} \lambda}{\partial y^{2}}+\frac{\partial^{2} \lambda}{\partial z^{2}} \\
& \overline{\left(\frac{\partial \lambda}{\partial x}\right)^{2}+\left(\frac{\partial \lambda}{\partial y}\right)^{2}+\left(\frac{\partial \lambda}{\partial z}\right)^{2}}
\end{aligned}
$$

shall be a function of $\lambda$ only.
14. In the last question, if the condition is satisfied find the potential
15. Shew that the confocal ellipsoids

$$
\frac{x^{3}}{a^{2}+\lambda}+\frac{y^{2}}{b^{2}+\lambda}+\frac{z^{9}}{c^{2}+\lambda}=1
$$

can form a system of equipotentials, and express the potential as a function of $\lambda$.
16. If two charged concentric shells be connected by a wire, the inner one is wholly discharged. If the law of force were $\frac{1}{r^{2+p}}$, prove that there would be a charge $B$ on the inner shell such that if $A$ were the charge on the outer shell, and $f, g$ the sum and difference of the radii,

$$
2 g B=-\Delta p\{(f-g) \log (f+g)-f \log f+g \log g\}
$$

approximatoly.
17. Three infinite parallel wires out a plane perpendicular to them in the angular points $A, B, C$ of an equilateral triangle, and have charges $e, e,-\delta$ per unit length respectively. Prove that the extreme lines of force which pass from $\boldsymbol{A}$ to $\boldsymbol{C}$ make at starting angles $\frac{2 e-5 e^{\prime}}{6 e} \pi$ and $\frac{2 e+e^{\prime}}{6 e} \pi$ with $A C$, provided that $e^{\prime} \ngtr 2 e$.
18. A negative point charge $-c_{2}$ lies between two positive point charges $a_{1}$ and $a_{g}$ on the line joining them and at distances $a_{1} \beta$ from them respectively. Shew that, if the magnitudes of the charges are given by

$$
\frac{e_{1}}{\beta}=\frac{e_{3}}{a}=\frac{e_{2} \lambda^{3}}{a+\beta}, \text { and if } 1<\lambda^{2}<\left(\frac{a+\beta}{a-\beta}\right)^{2},
$$

there is a circle at every point of which the force vanishes. Determine the general form of the equipotential surface on which this circle lies.
19. Charges of electricity $e_{1},-e_{2}, e_{3},\left(e_{3}>e_{1}\right)$ are placed in a straight line, the negative charge being midway between the other two. Shew that, if $4 e_{1}$ lie between $\left(e_{3}{ }^{\frac{3}{2}}-e_{1}\right)^{3}$ and $\left.\left(e_{3}{ }^{\frac{1}{3}}+e_{1}\right)^{3}\right)^{3}$, the number of unit tubes of force that pass from $e_{1}$ to $e_{2}$ is

$$
t\left(e_{1}+e_{2}-e_{3}\right)+\frac{3}{4 \sqrt{2}}\left(e_{3}^{z}-e_{1}^{3}\right)\left(e_{1}^{z}-2^{\frac{1}{3}} e_{9}^{2}+e_{3}^{3}\right)^{\frac{1}{2}} .
$$

## CHAPTER III

## CONDUCTORS AND CONDENSERS

73. By a conductor, as previously explained, is meant any body or system of bodies, such that electricity can flow freely over the whole. When electricity is at rest on such a conductor, we have seen (§ 44) that the charge will reside entirely on the outer surface, and (§37) that the potential will be constant over this surface.

A conductor may be used for the storage of electricity, but it is found that a much more efficient arrangement is obtained by taking two or more conductors-generally thin plates of metal-and arranging them in a certain way. This arrangement for storing electricity is spoken of as a "condenser." In the present Chapter we shall discuss the theory of single conductors and of condensers, working out in full the theory of some of the simpler cases.

Conductors.

## A Spherical Conductor.

74. The simplest example of a conductor is supplied by a sphere, it being supposed that the sphere is so far removed from all other bodies that their influence may be neglected. In this case it is obvious from symmetry that the charge will spread itself uniformly over the surface. Thus if $e$ is the charge, and $a$ the radius, the surface density $\sigma$ is given by

$$
\sigma=\frac{\text { total charge }}{\text { total area of surface }}=\frac{e}{4 \pi u^{2}} .
$$

The electric intensity at the surface being, as we have seen, equal to $4 \pi \sigma$, is $e / a^{2}$.

From symmetry the direction of the intensity at any point outside the sphere must be in a direction passing through the centre. To find the amount of this intensity at a distance $r$ from the centre, let us draw a sphere of radius $r$, concentric with the conductor. At every point of this sphere the amount of the outward electric intensity is by symmetry the same, say $R$,
and its direction as we have seen is normal to the surface. Applying Gauss' Theorem to this sphere, we find that the surface integral of normal intensity $\iint N d S$ becomes simply $R$ multiplied by the area of the surface $4 \pi r^{2}$, so that
or

$$
\begin{gathered}
4 \pi r^{2} R=4 \pi e, \\
R=\frac{e}{r^{2}}
\end{gathered}
$$

This becomes $e / a^{\mathbf{2}}$ at the surface, agreeing with the value previously obtained.

Thus the electric force at any point is the same as if the charged sphere were replaced by a point charge $e$, at the centre of the sphere. And, just as in the case of a single point charge $e$, the potential at a point outside the sphere, distant $r$ from its centre, is

$$
V=\int_{\infty}^{r} \frac{e}{r^{2}} d r=\frac{\boldsymbol{e}}{r},
$$

so that at the surface of the sphere the potential is $\frac{\theta}{a}$.
Inside the sphere, as has been proved in $\S 37$, the potential is constant, and therefore equal to $e / a$, its value at the surface, while the electric intensity vanishes.

As we gradually charge up the conductor, it appears that the potential at the surface is always proportional to the charge of the conductor.

It is customary to speak of the potential at the surface of a conductor as "the potential of the conductor," and the ratio of the charge to this potential is defined to be the "capacity" of the conductor. From a general theorem, which we shall soon arrive at, it will be seen that the ratio of charge to potential remains the same throughout the process of charging any conductor or condenser, so that in every case the capacity depends only on the shape and size of the conductor or condenser in question. For a sphere, as we have seen,

$$
\text { capacity }=\frac{\text { charge }}{\text { potential }}=\frac{e}{\frac{e}{a}}=a \text {, }
$$

so that the capacity of a sphere is equal to its radius.

## A Cylindrical Conductor.

75. Let us next consider the distribution of electricity on a circular cylinder, the cylinder either extending to infinity, or else having its ends so far away from the parts under consideration that their influence may be neglected.

As in the case of the sphere, the charge distributes itself symmetrically,
so that if $\boldsymbol{a}$ is the radius of the cylinder, and if it has a charge e per unit length, we have

$$
\sigma=\frac{\theta}{2 \pi a} .
$$

To find the intensity at any point outside the conductor, construct a Gauss' surface by first drawing a cylinder of radius $r$, coaxal with the original cylinder, and then cutting off a unit length by two parallel planes at unit distance apart, perpendicular to the axis. From symmetry the force at every point is perpendicular to the axis of the cylinder, so that the normal intensity vanishes at every point of the plane ends of this Gauss' surface. The surface integral of normal intensity will therefore consist entirely of the contributions from the curved part of the surface, and this curved part consists of a circular band, of unit width and radius $r$-hence of area $2 \pi r$. If $R$ is the outward intensity at every point of this curved surface, Gauss' Theorem supplies the relation
so that

$$
\begin{aligned}
2 \pi r R & =4 \pi \varepsilon, \\
R & =\frac{2 e}{r} .
\end{aligned}
$$
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This, we notice, is independent of $a$, so that the intensity is the same as it would be if $a$ were very small, i.e., as if we had a fine wire electrified with a charge $e$ per unit length.

In the foregoing, we must suppose $r$ to be so small, that at a distance $r$ from the cylinder the influence of the ends is still negligible in comparison with that of the nearer parts of the cylinder, so that the investigation does not hold for large values of $r$. It follows that we cannot find the potential by integrating the intensity from infinity, as has been done in the cases of the point charge and of the sphere. We have, however, the general differential equation

$$
\frac{\partial V}{\partial r}=-R,
$$

so that in the present case, so long as $r$ remains sufficiently small

$$
\frac{\partial V}{\partial r}=-\frac{2 e}{r},
$$

giving upon integration

$$
V=C-2 e \log r .
$$

The constant of integration $C$ cannot be determined without a knowledge of the conditions at the ends of the cylinder. Thus for a long cylinder, the intensity at points near the cylinder is independent of the conditions at the ends, but the potential and capacity depend on these conditions, and are therefore not investigated here.

## An Infinite Plane.

76. Suppose we have a plane extending to infinity in all directions, and electrified with a charge $\sigma$ per unit area. From symmetry it is obvious that the lines of force will be perpendicular to the plane at every point, so that the tubes of force will be of uniform cross-section. Let us take as Gauss' surface the tube of force which has as cross-section any element $\omega$ of area of the charged plane, this tube being closed by two cross-sections each of area $\omega$ at distance $r$ from the plane. If $R$ is the intensity over either of these cross-sections the contribution of each cross-section to Gauss' integral is $R \omega$, so that Gauss' Theorem gives at once

$$
\begin{aligned}
2 R \omega & =4 \pi \sigma \omega, \\
R & =2 \pi \sigma .
\end{aligned}
$$

The intensity is therefore the same at all distances from the plane.
The result that at the surface of the plane the intensity is $2 \pi \sigma$, may at first seem to be in opposition to Coulomb's Theorem ( $\$ 57$ ) which states that the intensity at the surface of a conductor is $4 \pi \sigma$. It will, however, be seen from the proof of this theorem, that it deals only with conductors in which the conducting matter is of finite thickness; if we wish to regard the electrified plane as a conductor of this kind we must regard the total electrification as being divided between the two faces, the surface density being $\frac{1}{2} \sigma$ on each, and Coulomb's Theorem then gives the correct result.

If the plane is not actually infinite, the result obtained for an infinite plane will hold within a region which is sufticiently near to the plane for the edges to have no influence. As in the former case of the cylinder, we can obtain the potential within this region by integration. If $r$ measures the perpendicular distance from the plane
so that

$$
-\frac{\partial V}{\partial r}=R=2 \pi \sigma,
$$

and, as before, the constant of integration cannot be determined without a knowledge of the conditions at the edges.
77. It is instructive to compare the three expressions which have been obtained for the electric intensity at points outside a charged sphere, cylinder and plane respectively. Taking $r$ to be the distance from the centre of the
sphere, from the axis of the cylinder, and from the plane, respectively, we have found that

> outside the sphere, $R$ is proportional to $\frac{1}{r^{2}}$,
> outside the cylinder, $R$ is proportional to $\frac{1}{r}$,
> outside the plane, $\quad R$ is constant.

From the point of view of tubes of force, these results are obvious enough deductions from the theorem that the intensity varies inversely as the crosssection of a tube of force. The lines of force from a sphere meet in a point, the centre of the sphere, so that the tubes of force are cones, with crosssection proportional to the square of the distance from the vertex. The lines of force from a cylinder all meet a line, the axis of the cylinder, at right angles, so that the tubes of force are wedges, with cross-section proportional to the distance from the edge. And the lines of force from a plane all meet the plane at right angles, so that the tubes of force are prisms, of which the cross-section is constant.
78. We may also examine the results from the point of view which regards the electric intensity as the resultant of the attractions or repulsions from different elements of the charged surface.

Let us first consider the charged plane. Let $P, P^{\prime}$ be two points at distances $r, r^{\prime}$ from the plane, and let $Q$ be the foot of the perpendicular from either on to the plane. If $P$ is near to $Q$, it will be seen that almost the whole of the intensity at $P$ is due to the charges in the immediate neighbourhood of $Q$. The more distant parts contribute forces which make angles with $Q P$ nearly equal to a right angle, and after being resolved along $Q P$ these forces hardly contribute anything to the resultant intensity at $P$.

Owing to the greater distance of the point $P^{\prime}$, the forces from given elements of the plane are smaller at $P^{\prime}$ than at $P$, but have to be resolved through a smaller angle. The forces from the regions near $Q$ are greatly diminished from the furmer cause and are hardly affected by the latter. The forces from remote regions are hardly affected by the former circumstance, but their effect is greatly increased by the latter. Thus on moving
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from $P$ to $\boldsymbol{P}^{\prime}$ the forces exerted by regions near $Q$ decrease in efficiency, while those exerted by more remote regions gain. The result that the total resultant intensity is the same at $P^{\prime}$ as at $P$, shews that the decrease of the one just balances the gain of the other.

If we replace the infinite plane by a sphere, we find that the force at a near point $P$ is as before contributed almost entirely by the charges in the neighbourhood of $Q$. On moving from $P$ to $P^{\prime}$, these forces are diminished just as before, but the number of distant elements of area which now add contributions to the intensity at $P^{\prime}$ is much less than before. Thus the gain in the contributions


Fia. 30. from these elements does not suffice to balance the diminution in the contributions from the regions near $Q$, so that the resultant intensity falls off on withdrawing from $P$ to $P^{\prime}$

The cose of a cylinder is of course intermediate between that of a plane and that of a sphere.

## Condensers.

## Spherical Condenser.

79. Suppose that we enclose the spherical conductor of radius $a$ discussed in § 74, inside a second spherical conductor of internal radius $b$, the two conductors being placed so as to be concentric and insulated from one another.

It again appears from symmetry that the intensity at every point must be in a direction passing through the common centre of the two spheres, and must be the same in amount at every point of any sphere concentric with the two conducting spheres. Let us imagine a concentric sphere of radius $r$ drawn between the two conductors, and when the charge on the inner sphere is $e$, let the intensity at every point of the imaginary sphere of radius $r$ be $R$. Then, as before, Gauss' Theorem, applied to the sphere of radius $r$, gives the relation
so that

$$
\begin{aligned}
4 \pi r^{2} R & =4 \pi e, \\
R & =\frac{e}{r^{2}} .
\end{aligned}
$$

This only holds for values of $r$ intermediate between $a$ and $b$, so that to obtain the potential we cannot integrate from infinity, but must use the differential equation. This is

$$
-\frac{\partial V}{\partial r}=R=\frac{\theta}{r^{2}}
$$

which upon integration gives

$$
\begin{equation*}
\nabla=C+\frac{e}{r} . \tag{27}
\end{equation*}
$$

We can determine the constant of integration as soon as we know the potential of either of the spheres. Suppose for instance that the outer sphere is put to earth so that $V=0$ over the sphere $r=b$, then we obtain at once from equation (27)

$$
0=C+\frac{e}{b},
$$

so that $C=-e / b$, and equation (27) becomes

$$
V=\frac{e}{r}-\frac{e}{b} .
$$

On taking $r=a$, we find that the potential of the inner sphere is e $\left(\frac{1}{a}-\frac{1}{b}\right)$, and its charge is $e$, so that the capacity of the condenser is

$$
\frac{1}{\frac{1}{a}-\frac{1}{b}} \text { or } \frac{a b}{b-a} .
$$

80. In the more general case in which the outer sphere is not put to earth, let us suppose that $V_{a}, V_{b}$ are the potentials of the two spheres of radii $a$ and $b$, so that, from equation (27)

$$
\begin{aligned}
& V_{a}=C+\frac{\theta}{a}, \\
& V_{b}=C+\frac{e}{b} .
\end{aligned}
$$

Then we have on subtraction

$$
\left(V_{a}-V_{b}\right)=e\left(\frac{1}{a}-\frac{1}{b}\right),
$$

so that the capacity is

$$
\frac{e}{V_{a}-V_{b}} .
$$

The lines of force which start from the inner sphere must all end on the inner surface of the outer sphere, and each line of force has equal and opposite charges at its two ends. Thus if the charge on the inner sphere is $e$, that on the inner surface of the outer sphere must be - e. We can therefore regard the capacity of the condenser as being the charge on either of the two spheres divided by the difference of potential, the fraction being taken always positive. On this view, however, we leave out of account any charge which there may be on the outer surface of the outer sphere: this is not regarded as part of the charge of the condenser.

An examination of the expression for the capacity,

$$
\frac{a b}{b-a},
$$

will shew that it can be made as large as we please by making $b-a$ sufficiently small. This explains why a condenser is so much more efficient for the storage of electricity than a single conductor.
81. By taking more than two spheres we can form more complicated condensers. Suppose, for instance, we take concentric spheres of radii $a, b, c$ in ascending order of magnitude, and connect both the spheres of radii $a$ and $c$ to earth, that of radius $b$ remaining insulated. Let $V$ be the potential of the middle sphere, and let $e_{1}$ and $e_{3}$ be the total charges on its inner and outer surfaces. Regarding the inner surface of the middle sphere and the surface of the innermost sphere as forming a single spherical condenser, we have

$$
e_{1}=\frac{V a b}{b-a},
$$

and again regarding the outer surface of the middle sphere and the outermost sphere as forming a second spherical condenser, we have

$$
e_{2}=\frac{V b c}{c-b} .
$$

Hence the total charge $E$ of the middle sheet is given by

$$
\begin{aligned}
E & =e_{1}+e_{2} \\
& =V\left(\frac{a b}{b-a}+\frac{b c}{c-b}\right),
\end{aligned}
$$

so that regarded as a single condenser, the system of three spheres has a capacity

$$
\frac{a b}{b-a}+\frac{b c}{c-b},
$$

which is equal to the sum of the capacities of the two constituent condensers into which we have resolved the system. This is a special case of a general theorem to be given later (\$85).

## Coaxal Cylinders.

82. A conducting circular cylinder of radius $a$ surrounded by a second coaxal cylinder of internal radius $b$ will form a condenser. If $e$ is the charge on the inner cylinder per unit length, and if $V$ is the putential at any point between the two cylinders at a distance $r$ from their common axis, we have, as in § 75,

$$
V=C-2 \theta \log r,
$$

and it is now possible to determine the constant $C$ as soon as the potential of either cylinder is known.

Let $V_{a}, \nabla_{b}$ be the potentials of the inner and outer cylinders, so that

$$
\begin{aligned}
& V_{a}=C-2 e \log a, \\
& \nabla_{b}=C-2 e \log b .
\end{aligned}
$$

By subtraction
so that the capacity is

$$
V_{a}-V_{b}=2 e \log \left(\frac{b}{a}\right),
$$

$$
\frac{1}{2 \log \left(\frac{b}{a}\right)},
$$

per unit length.

## Parallel Plate Condenser.

83. This condenser consists of two parallel plates facing one another, say at distance $d$ apart. Lines of force will pass from the inner face of one to the inner face of the other, and in regions sufficiently far removed from the edges of the plate these lines of force will be perpendicular to the plate throughout their length. If $\sigma$ is the surface density of electrification of one plate, that of the other will be $-\sigma$. Since the cross-section of a tube remains the same throughout its length, and since the electric intensity varies as the cross-section, it follows that the intensity must be the same throughout the whole length of a tube, and this, by Coulomb's Theorem, will be $4 \pi \sigma$, its value at the surface of either plate. Hence the difference of potential between the two plates, obtained by integrating the intensity $4 \pi \sigma$ along a line of force, will be

$$
4 \pi \sigma d .
$$

The capacity per unit area is equal to the charge per unit area $\sigma$ divided by this difference of potential, and is therefore

$$
\frac{1}{4 \pi d}
$$

The capacity of a condenser formed of two parallel plates, each of area $A$, is therefore

$$
\frac{A}{4 \pi d},
$$

except for a correction required by the irregularities in the lines of force near the edges of the plates.

## Inductive Capacity.

84. It was found by Cavendish, and afterwards independently by Faraday, that the capacity of a condenser depends not only on the shape and size of the conducting plates but also on the nature of the insulating material, or dielectric to use Faraday's word, by which they are separated.

It is further found that on replacing air by some other dielectric, the capacity of a condenser is altered in a ratio which is independent of the shape and size of the condenser, and which depends only on the dielectric itself. This constant ratio is called the specific inductive capacity of the dielectric, the inductive capacity of air being taken to be unity.

We shall discuss the theory of dielectrics in a later Chapter. At present it will be enough to know that if $C$ is the capacity of a condenser when its plates are separated by air, then its capacity, when the plates are separated by any dielectric, will be $K C$, where $K$ is the inductive capacity of the particular dielectric used. The capacities calculated in this Chapter have all been calculated on the supposition that there is air between the plates, so that when the dielectric is different from air each capacity must be multiplied by $K$.

The following table will give some idea of the values of $\boldsymbol{K}$ actually observed for different dielectrics. For a great many substances the value of $\boldsymbol{K}$ is found to vary widely for different specimens of the material and for different physical conditions.

| Sulphur | 3.6 to 4.3. | Methyl Alcohol at $13.4^{\circ} \mathrm{C}$. | 35.4 |
| :--- | :---: | :--- | :--- |
| Mica | 5.7 to 7.0. | Water at $17^{\circ} \mathrm{C}$. | 81 |
| Glass | 5 to 10. | Ico at $-2^{\circ} \mathrm{C}$. | 93.9 |
| Paraffin wax | 2.0 to 2.3. | Ico at $-200^{\circ} \mathrm{C}$. | 2.43 |

The values of $K$ for some gases are given on p. 132.

Compound Condensers.

## Condensers in Parallel.

35. Let us suppose that we take any number of condensers of capacities $C_{1}, C_{9}, \ldots$ and connect all their high potential plates together by a conducting
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wire, and all their low potential plates together in the same way. This is known as connecting the condensers in parallel.

The high potential plates have now all the same potential, say $V_{1}$, while the low potential plates have all the same potential, say $V_{0}$. If $e_{1}, e_{2}, \ldots$ are the charges on the separate high potential plates, we have

$$
\begin{aligned}
& e_{1}=C_{1}\left(V_{1}-V_{0}\right), \\
& e_{1}=C_{2}\left(V_{1}-V_{0}\right), \text { etc., }
\end{aligned}
$$

and the total charge $E$ is given by

$$
\begin{aligned}
E & =e_{1}+e_{2}+\ldots \\
& =\left(C_{1}+C_{2}+\ldots\right)\left(V_{1}-V_{0}\right) .
\end{aligned}
$$

Thus the system of condensers behaves like a single condenser of capacity

$$
C_{1}+C_{2}+C_{3}+\ldots
$$

It will be noticed that the compound condenser discussed in $\S 81$ consisted virtually of two simple spherical condensers connected in parallel.

## Condensers in Cascade.

86. We might, however, connect the low potential plate of the first to the high potential plate of the second, the low potential plate of the second to the high potential plate of the third, and so on. This is known as arranging the condensers in cascade.


Fig. 32.
Suppose that the high potential plate of the first has a charge e. This induces a charge - $\theta$ on the low potential plate, and since this plate together with the high potential plate of the second condenser now form a single insulated conductor, there must be a charge +8 on the high potential plate of the second condenser. This induces a charge -e on the low potential plate of this condenser, and so on indefinitely; each high potential plate will have a charge $+e$, each low potential plate a charge -e.

Thus the difference of potential of the two plates of the first condenser will be $e / C_{1}$, that of the second condenser will be $e / C_{8}$, and so on, so that the total fall of potential from the high potential plate of the first to the low potential plate of the last will be

$$
e\left(\frac{1}{C_{1}}+\frac{1}{C_{2}}+\ldots\right)
$$

We see that the arrangement acts like a single condenser of capacity

$$
\frac{1}{\frac{1}{C_{1}}+\frac{1}{C_{2}}+\ldots}
$$

## Practical Condensers.

## Practical Units.

87. As will be explained more fully later, the practical units of electricians are entirely different from the theoretical units in which we have so far supposed measurements to be made. The practical unit of capacity is called the farad, and is equal, very approximately, to $9 \times 10^{4}$ times the theoretical c.c.s. electrostatic unit, i.e., is equal to the actual capacity of a sphere of radius $9 \times 10^{11} \mathrm{cms}$. This unit is too large for most purposes, so that it is convenient to introduce a subsidiary unit-the microfaradequal to a millionth of the farad, and therefore to $9 \times 10^{8}$ c.c.s. electrostatic units. Standard condensers can be obtained of which the capacity is equal to a given fraction, frequently one-third or one-fifth, of the microfiarad.

## The Leyden Jar.

88. For experimental purposes the commonest form of condenser is the Leyden Jar. This consists essentially of a glass vessel, bottle-shaped, of which the greater part of the surface is coated inside and outside with tinfoil. The two coatings form the two plates of the condenser, contact with the inner coating being established by a brass rod which comes through the neck of the bottle, the lower end having attached to it a chain which rests on the inner coating of tinfoil.

To form a rough numerical estimate of the capacity of a Leyden Jar, let us suppose that the thickness of the glass is $\frac{1}{2} \mathrm{~cm}$., that its specific


Fig. 33. inductive capacity is 7, and that the area covered with tinfoil is 400 sq. cms. Neglecting corrections required by the irregularitics in the lines of force at the edges and at the sharp angles at the bottom of the jar, and regarding the whole system as a single parallel plate condenser, we obtain as an approximate value for the capacity

$$
\frac{K A}{4 \pi \bar{d}} \text { electrostatic units, }
$$

in which we must put $K=7, A=400$ and $d=\frac{1}{2}$. On substituting these values the capacity is found to be approximately 450 electrostatic units, or about $\frac{1}{2000}$ microfurad.

## Parallel Plates.

89. A more convenient condenser for some purposes is a modification of the parallel plate condenser. Let us suppose that we arrange $n$ plates, each
of area $A$, parallel to one another, the distance between any two adjacent plates being d. If alternate plates are joined together so as to be in electrical contact the space between each adjacent pair of plates may be regarded as

forming a single parallel plate condenser of capacity $\frac{K A}{4 \pi d}$, so that the capacity of the compound condenser is $(n-1) K A / 4 \pi d$. By making $n$ large and $d$ small, we can make this capacity large without causing the apparatus to occupy an unduly large amount of space. For this reason standard condensers are usually made of this pattern.
90. Guard Ring. In both the condensers described the capacity can only be calculated approximately. Lord Kelvin has devised a modification of the parallel plate condenser in which the error caused by the irregularities of the lines of force near the edges is dispensed with, so that it is possible accurately to calculate the capacity from measurements of the plates.


The principle consists in making one plate $B$ of the condenser larger than the second plate $A$, the remainder of the space opposite $B$ being occupied by a "guard ring" $C$ which fits $A$ so closely as almost to touch, and is in the same plane with it. The guard ring $C$ and the plate $A$, if at the same potential, may without serious error be regarded as forming a single plate of a parallel plate condenser of which the other plate is $B$. The irregularities in the tubes of force now occur at the outer edge of the guard ring $C$, while the lines of force from $A$ to $B$ are perfectly straight and uniform. Thus if $A$ is the area of the plate $\boldsymbol{A}$ its capacity may be supposed, with great accuracy, to be

$$
\frac{A}{4 \pi d},
$$

where $d$ is the distance between the plates $A$ and $B$.

## Submarine Cables.

91. Unfortunately for practical electricians, a submarine cable forms a condenser, of which the capacity is frequently very considerable. The effect of this upon the transmission of signals will be discussed later. A cable consists generally of a core of strands of copper wire surrounded by a layer of insulating material, the whole being enclosed in a sheathing of iron wire. This arrangement acts as a condenser of the type of the coaxal cylinders investigated in §82, the core forming the inner cylinder whilst the iron sheathing and the sea outside form the outer cylinder.

In the capacity formula obtained in § 82, namely

$$
\frac{K}{2 \log \left(\frac{b}{a}\right)},
$$

let us suppose that $b=2 a$, and that $K=3 \cdot 2$, this being about the value for the insulating material generally used. Using the value $\log _{\circ} 2=69315$, we find a capacity of $2 \cdot 31$ electrostatic units per unit length. Thus a cable 2000 miles in length has a capacity equal to that of a sphere of radius $2000 \times 2.31$ miles, i.e., of a sphere greater than the earth. In practical units, the capacity of such a cable would be about 827 microfarads.

## Mechanical Force on a Conducting Surfacr

92. Let $Q$ be any point on the surface of a conductor, and let the surface-density at the point $Q$ be $\sigma$. Let us draw any small area $d S$

enclosing $Q$. By taking $d S$ sufficiently small, we may regard the area as perfectly plane, and the charge on the area will be $\sigma d S$. The electricity on the remainder of the conductor will exert forces of attraction or repulsion on the charge $\sigma d S$, and these forces will shew themselves as a mechanical force acting on the element of area $d S$ of the conductor. We require to find the amount of this mechanical force.

The electric intensity at a point near $Q$ and just outside the conductor is $4 \pi \sigma$, by Coulomb's Law, and its direction is normally away from the surface. Of this intensity, part arises from the charge on $d S$ itself, and part from the charges on the remainder of the conductor. As regards the first part, which arises from the charge on $d S$ itself, we may notice that when we are considering a point sufficiently close to the surface, the element $d S$ may be treated as an infinite electrified plane, the electrification being of uniform density $\sigma$. The intensity arising from the electrification of $d S$ at such a point is accordingly an intensity $2 \pi \sigma$ normally away from the surface. Since the total intensity is $4 \pi \sigma$ normally away from the surface, it follows that the intensity arising from the electrification of the parts of the conductor other than $d S$ must also be $2 \dot{\pi} \sigma$ normally away from the surface. It is the forces composing this intensity which produce the mechanical action on $d S$. The charge on $d S$ being $\sigma d S$, the total force will be $2 \pi \sigma^{2} d S$ normally away from the surface. Thus per unit area there is a force $2 \pi \sigma^{2}$ tending to repel the charge normally away from the surface. The charge is prevented from leaving the surface of the conductor by the action between electricity and matter which has already been explained. Action and reaction being equal and opposite, it follows that there is a mechanical force $2 \boldsymbol{\pi} \sigma^{2}$ per unit area acting normally outwards on the material surface of the conductor.

Remembering that $R=4 \pi \sigma$, we find that the mechanical force can also be expressed as $\frac{R^{2}}{8 \pi}$ per unit area.
93. Let us try to form some estimate of the magnitude of this mechanical force as compared with other mechanical forces with which we are more familiar. We have already mentioned Maxwell's estimate that a gramme of gold, beaten into a gold-leaf one square metre in area, can hold a charge of 60,000 electrostatic units. This gives 3 units per square centimetre as the charge on each face, giving for the intensity at the surface,

$$
R=4 \pi \sigma=38 \text { c.c.s. units, }
$$

and for the mechanical force

$$
2 \pi \sigma^{2}=\frac{R^{2}}{8 \pi}=56 \text { dynes per sq. cm. }
$$

Lord Kelvin, however, found that air was capable of sustaining a tension of 9600 grains wt. per sq. foot, or about 700 dynes per sq. cm. This gives $R=130, \sigma=10$.

Taking $R=100$ as a large value of $R$, we find $\frac{R^{2}}{8 \pi}=400$ dynes per sq. cm . The pressure of a normal atmosphere is

$$
1,013,570 \text { dynes per sq. cm., }
$$

so that the force on the conducting surface would be only about $\frac{1}{\text { giod }}$ of an atmosphere: say 3 mm . of mercury.

If a gold-leaf is beaten so thin that 1 gm . occupies 1 sq . metre of area, the weight of this is 0981 dyne per sq. cm . In order that $2 \pi \sigma^{\circ}$ may be equal to 0981, we must have $\sigma=\cdot 1249$. Thus a small piece of gold-leaf would be lifted up from a charged surface on which it rested as soon as the surface acquired a charge of about $\frac{1}{\frac{1}{8}}$ of a unit per sq. cm .

## Electrified Soap-Bublle.

94. As has already been said, this mechanical force shews itself well on electrifying a soap-bubble.

Let us first suppose a closed soap-bubble blown, of radius a. If the atmospheric pressure is $\Pi$, the pressure inside will be somewhat greater than $\Pi$, the resulting outward force being just balanced by the tension of the surface of the bubble. If, however, the bubble is electrified there will be an additional force acting normally outwards on the surface of the bubble, namely the force of amount $2 \pi \sigma^{2}$ per unit area just investigated, and the bubble will expand until equilibrium is reached between this and the other forces acting on the surface.

As the electrification and consequently the radius change, the pressure inside will vary inversely as the volume, and therefore inversely as $a^{3}$. Let
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us, then, suppose the pressure to be $\kappa / a^{3}$. Consider the equilibrium of the small element of surface cut off by a circular cone through the centre, of small semi-vertical angle $\theta$. This element is a circle of radius $a \theta$, and therefore of arca $\pi u^{2} \theta^{2}$. The forces acting are:
(i) The atmospheric pressure $\Pi \pi a^{2} \theta^{2}$ normally inwards.
(ii) The internal pressure $\frac{\kappa}{a^{2}} \pi a^{2} \theta^{2}$ normally outwards.
(iii) The mechanical force due to electritication, $2 \pi \sigma^{2} \times \pi a^{2} \theta^{2}$ normally outwards.
(iv) The system of tensions acting in the surface of the bubble across the boundary of the element.
If $T$ is the tension per unit length, the tension across any element of length $d s$ of the small circle will be $T d s$ acting at an angle $\theta$ with the tangent plane at $P$, the centre of the circle. This may be resolved into $T d s \cos \theta$ in the tangent plane, and $T d s \sin \theta$ along PO. Combining the forces all round the small circle of circumference $2 \pi a \theta$, we find that the components in the tangent plane destroy one another, while those along PO combine into a resultant $2 \pi a \theta \times T \sin . \theta$. . To a sufficient approximation this may be written as $2 \pi a \theta^{2} T$.

The equation of equilibrium of the element of area is accordingly

$$
\begin{array}{lr}
\Pi \pi a^{2} \theta^{1}-\frac{\kappa}{u^{3}} \pi a^{2} \theta^{2}-2 \pi \sigma^{2} \pi a^{2} \theta^{2}+2 \pi a \theta^{2} T=0, \\
\text { or, simplifying, } & \Pi-\frac{\kappa}{a^{3}}-2 \pi \sigma^{2}+\frac{2 T}{a}=0 \ldots \ldots \ldots \ldots
\end{array}
$$

Let $a_{0}$ be the radius when the bubble is uncharged, and let the radius be $a_{1}$ when the bubble has a charge $e$, so that

Then

$$
\sigma=\frac{e}{4 \pi a_{1}^{2}}
$$

$$
\begin{gathered}
\Pi-\frac{\kappa}{a_{0}^{3}}+\frac{2 T}{a_{0}}=0 \\
\Pi-\frac{\kappa}{a_{1}^{3}}-\frac{e^{2}}{8 \pi a_{1}^{4}}+\frac{2 T}{a_{1}}=0
\end{gathered}
$$

We can without serious error assume $T$ to be the same in the two cases. If we eliminate $T$ from these two equations, we obtain

$$
\Pi\left(a_{1}-a_{0}\right)-\kappa\left(\frac{1}{a_{1}^{2}}-\frac{1}{a_{0}^{2}}\right)=\frac{e^{2}}{8 \pi a_{1}^{2}},
$$

giving the charge in terms of the radii in the charged and uncharged states.
95. We have seen (§93) that the maximum pressure on the surface which electrification can produce is only about $\left.{ }^{2}\right)^{\circ} \sigma$ atmosphere: thus it is not possible for electrification to change the pressure inside by more than about $\frac{18}{2800}$ atmosphere, so that the increase in the size of the bubble is necessarily very slight.

If, however, the bubble is blown on a tube which is open to the air, equation (28) beconies

$$
\pi \sigma^{2}=\frac{T}{a}
$$

As a rough approximation, we may still regard the bubble as a uniformly charged sphere, so that if $V$ is its potential,
and the relation is

$$
\begin{aligned}
\sigma & =V / 4 \pi a, \\
V^{2} & =16 \pi a T,
\end{aligned}
$$

giving $V$ in terms of the radius of the bubble, if the tension $T$ is known. In this case the electrification can be made to produce a large change in the radius, by using films for which $T$ is very small.

## Energy of Discharge.

96. On discharging a conductor or condenser, a certain amount of energy is set free. This may shew itself in various ways, e.g. as a spark or sound (as in lightning and thunder), the heating of a wire, or the piercing of a hole through a solid dielectric. The energy thus liberated has been previously stored up in charging the conductor or condenser.

To calculate the amount of this energy, let us suppose that one plate of a condenser is to earth, and that the other plate has a charge $e$ and is at potential $V$, so that if $C$ is the capacity of the condenser,

$$
\begin{equation*}
e=C V \tag{29}
\end{equation*}
$$

If we bring up an additional charge de from infinity, the work to be done is, in accordance with the definition of potential, Vde. This is equal to $d W$, where $W$ denotes the total work done in charging the condenser up to this stage, so that

$$
\begin{aligned}
d W & =V d e \\
& =\frac{e d e}{C} \text { by equation (29). }
\end{aligned}
$$

On integration we obtain

$$
\begin{equation*}
W=\frac{1}{2} \frac{e^{2}}{\bar{C}} \tag{30}
\end{equation*}
$$

no constant of integration being added since $W$ must vanish when $e=0$. This expression gives the work done in charging a condenser, and therefore gives also the energy of discharge, which may be used in creating a spark, in heating a wire, etc.

Clearly an exactly similar investigation will apply to a single conductor, so that expression (30) gives the energy either of a condenser or of a single conductor. Using the relation $e=C V$, the energy may be expressed in any one of the forms

$$
\begin{equation*}
W=\frac{1}{2} \frac{e^{2}}{C}=\frac{1}{2} e V=\frac{1}{2} C^{\prime} V^{r_{2}} \tag{31}
\end{equation*}
$$

97. As an example of the use of this formula, let us suppose that we have a parallel plate condenser, the area of each plate being $A$, and the
distance of the plates being $d$, so that $C=A / 4 \pi d$, by $\S 83$. Let $\sigma$ be the surface density of the high potential plate, so that $\theta=\sigma A$. Let the low potential plate be at zero potential, then the potential of the high potential plate is

$$
\nabla=\frac{\theta}{C}=4 \pi d \sigma,
$$

and the electrical energy is

$$
W=\frac{1}{2} e V=2 \pi d \sigma^{2} A .
$$

Now let us pull the plates apart, so that $d$ is increased to $d^{\prime}$. The electrical energy is now $2 \pi d^{\prime} \sigma^{2} A$, so that there has been an increase of electrical energy of amount

$$
2 \pi \sigma^{2} A\left(d^{\prime}-d\right) .
$$

It is easy to see that this exactly represents the work done in separating the two plates. The mechanical force on either plate is $2 \pi \sigma^{2}$ per unit area, so that the total mechanical force on a plate is $2 \pi \sigma^{2} A$. Obviously, then, the above is the work done in separating the plates through a distance $d^{\prime}-d$.

It appears from this that a parallel plate condenser affords a ready means of obtaining electrical energy at the expense of mechanical. A more valuable property of such a condenser is that it enables us to increase an initial difference of potential. The initial difference of potential

$$
4 \pi d \sigma
$$

is increased, by the separation, to

$$
4 \pi d^{\prime} \sigma
$$

By taking $d$ small and $d^{\prime}$ large, an initial small difference of potential may be multiplied almost indefinitely, and a potential difference which is too small to observe may be increased until it is sufficiently great to affect an instrument. By making use of this principle, Volta first succeeded in detecting the difference of electrostatic potential between the two terminals of an electric battery.

There are practical difficulties which restrict the application of the principle. For if the initial distance $d$ is made too small the condenser may discharge itself by a spark passing directly between the plates, while if $d^{\prime}$ is made large compared with the size of the plates the formulae we have used are no longer true.

## EXAMPLES.

1. The two plates of a parallel plate condenser are each of area $A$, and the distance between them is $d$, this distance being small compared with the size of the plates. Find the attraction between them when charged to potential difference $V$, neglecting the irregularities caused by the edges of the plates. Find also the energy set free when the plates are connected by a wire.
2. A sheet of metal of thickness $t$ is introduced between the two plates of a parallel plate condenser which are at a distance $d$ apart, and is placed so as to be parallel to the plates. Shew that the capacity of the condenser is increased by an amount

$$
\frac{t}{4 \pi d(d-t)}
$$

per unit area. Examine the case in which $t$ is very nearly equal to $d$.
3. A high-pressure main consists first of a central conductor, which is a copper tube of inner and outer diameters of $\frac{9}{18}$ and $\frac{18}{8}$ inches. The outer conductor is a second copper tube coaxal with the first, from which it is separated by insulating material, and of diameters $1 \frac{27}{3}$ and 145 inches. Outside this is more insulating material, and enclosing the whole is an iron tube of internal diameter $2 \frac{1}{18}$ inches. The capacity of the conductor is found to be $\mathbf{3 6 7}$ microfarad per mile : calculate the inductive capacity of the insulating material.
4. An infinite plans is charged to surface density $\sigma$, and $P$ is a point distant half an inch from the plane. Shew that of the total intensity $2 \pi \sigma$ at $P$, half is due to the charges at points which are within one inch of $P$, and half to the charges beyond.
5. A disc of vulcanite (non-conducting) of radius 5 inches, is charged to a uniform surface density $\sigma$ by friction. Find the electric intensities at points on the axis of the disc distant respectively $1,3,5,7$ inches from the surface.
6. A condenser consists of a sphere of radius $a$ surrounded by a concentric spherical shell of radius $b$. The inner sphere is put to earth, and the outer shell is insulated. Shew that the capacity of the condenser so formed is $\frac{b^{2}}{b-a}$.
7. Four equal large conducting plates $A, B, C, D$ are fixed parallel to one another. $A$ and $D$ are connected to earth, $B$ has a charge $E$ per unit area, and $C$ a charge $E^{\prime}$ per unit area. The distance between $A$ and $B$ is $a$, between $B$ and $C$ is $b$, and between $C$ and $D$ is $c$. Find the potentials of $B$ and $C$.
8. A circular gold-leaf of radius $b$ is laid on the surface of a charged conducting sphere of radius $a, a$ being large compared to $b$. Prove that the loss of electrical energy in removing the leaf from the conductor-assuming that it carries away its whole chargeis approximately $\backslash b^{2} E^{2} / a^{3}$, where $E$ is the charge of the conductor, and the capacity of the leaf is comparable to $b$.
9. Two condensers of capacities $C_{1}$ and $C_{2}$, and possessing initially charges $Q_{1}$ and $Q_{2}$, are connected in parallel. Shew that there is a loss of energy of amount

$$
\frac{\left(C_{2} Q_{1}-C_{1} Q_{2}\right)^{2}}{2 C_{1} C_{2}\left(C_{1}+C_{2}\right)^{2}}
$$

10. Two Leyden Jars $A, B$ have capacities $C_{1}, C_{2}$ respectively. $A$ is charged and a spark taken: it is then charged as before and a spark passed between the knobs of $A$ and $B$. $A$ and $B$ are then separated and are each discharged by a spark. Shew that the energies of the four sparks are in the ratio

$$
\left(C_{1}+C_{2}\right)^{2}:\left(C_{1}+C_{2}\right) C_{2}: C_{1}^{2}: C_{1} C_{2}
$$

11. Assuming an adequate number of condensers of equal capacity $C$, shew how a compound oondenser can be formed of equivalent capacity $\theta C$, where $\theta$ is any rational number.
12. Three insulated concentric spherical conductors, whose radii in ascending order of magnitude are $a, b, c$, have charges $a_{1}, c_{9}, e_{3}$ respectively, find their potentials and shew that if the innermost sphere be conuected to earth the potential of the outermost is diminished by

$$
\frac{a}{c}\left(\frac{e_{1}}{a}+\frac{e_{2}}{b}+\frac{e_{3}}{c}\right)
$$

13. A conducting sphere of radius $a$ is surrounded by two thin concentrio spherical conducting shells of radii $b$ and $c$, the intervening spaces being filled with dielectrics of inductive capacities $K$ and $L$ respectively. If the shell $b$ receives a charge $E$, the other two being uncharged, determine the loss of energy and the potential at any point when the spheres $A$ and $C$ are connected by a wire.
14. Three thin conducting sheets are in the form of concentric spheres of radii $a+d, a, a-c$ respectively. The dielectric between the outer and middle sheet is of inductive capacity $K$, that between the middle and inner sheet is air. At first the outer sheet is uninsulated, the inver sheet is uncharged and insulated, the middle sheet is charged to potential $V$ and insulated. The inner sheet is now uninsulated without connection with the middle sheet. Prove that the potential of the middle sheet falls to

$$
\frac{K V c(a+d)}{K c(a+d)+d(a-c)}
$$

15. Two insulated conductors $A$ and $B$ are geometrically similar, the ratio of their linear dimensions being as $L$ to $L^{\prime}$. The conductors are placed so as to be out of each other's field of induction. The potential of $A$ is $V$ and its charge is $E$, the potential of $B$ is $V^{\prime}$ and its charge is $E^{\prime \prime}$. The conductors are then connected by a thin wire. Prove that, after electrostatic equilibrium has been restored, the loss of electrostatic energy is

$$
\frac{1}{\mathbf{y}} \frac{\left(E L^{\prime}-E^{\prime} L\right)\left(V-V^{\prime}\right)}{L+L^{\prime}}
$$

16. If two surfaces be taken in any family of equipotentials in free space, and two metal conductors formed so as to occupy their positions, then the capacity of the condenser thus formed is $\frac{C_{1} C_{2}}{C_{1}-C_{9}}$, where $C_{1}, C_{2}$ are the capacities of the external and internal conductors when existing alone in an infinite field.
17. A conductor ( $B$ ) with one internal cavity of radius $b$ is kept at potential $\boldsymbol{D}$. A conducting sphere ( $A$ ), of radius $a$, at great height alove $B$ contains in a cavity water which leaks down a very thin wire passing without contact into the cavity of $B$ through a hole in the top of $B$. At the end of the wire spherical drops are formed, concentric with the cavity; and, when of radius $d$, they fall passing without contact through a small hole in the bottom of $B$, and are received in a cavity of a third conductor ( $C$ ) of capacity $c$ at a great distance below $B$. Initially, before leaking commences, the conductors $\boldsymbol{A}$ and $\boldsymbol{C}$ are uncharged. Prove that after the $r$ th drop has fallen the potential of $C$ is

$$
\left\{\frac{a^{r}(b-d)^{r}}{(a b+b d-a d)^{r}}-1\right\} \frac{a}{c} U ;
$$

where the disturbing effect of the wire and hole on the capacities is neglected.
18. An insulated spherical conductor, formed of two hemispherical shells in contact, whose inner and outer radii are $b$ and $b^{\prime}$, has within it a concentric spherical conductor of radius $a$, and without it another spherical conductor of which the internal radius is $c_{\text {. }}$ These two conductors are earth-connected and the middle one receives a charge. Shew that the two shells will not separate if
19. Outside a spherical charged conductor there is a concentrio insulated but unoharged conducting spherical shell, which consists of two segments. Prove that the two segments will not separate if the distance of the separating plane from the centre is less than

$$
\frac{a b}{\left(a^{2}+b^{2}\right)^{\frac{1}{2}}},
$$

where $a, b$ are the internal and external radii of the shell.
20. A soap-bubble of radius $a$ is formed by a film of tension $T$, the external atmospheric pressure being II. The bubble is touched by a wire from a large conductor at potential $V$, and the film is an electrical conductor. Prove that its radius increases to $r$, given by

$$
\text { II }\left(r^{3}-a^{3}\right)+2 T\left(r^{2}-a^{2}\right)=\frac{l^{2} r}{8 \pi} .
$$

21. If the radius and tension of a spherical soap-bubble be $a$ and $T$ respectively, shew that the charge of electricity required to expand the bubble to twice its linear dimensions would be

$$
4 \sqrt{\pi a^{3}(6 T+7 \Pi a)}
$$

II being the atmospheric pressurc.
22. A thin spherical conducting envelope, of tension $T$ for all magnitudes of its radius, and with no air inside or outside, is insulated and charged with a quantity $Q$ of electricity. Prove that the total gain in mechanical energy involved in bringing a charge $q$ from an infinite distance and placing it on the envelope, which both initially and finally is in mechanical equilibrium, is

$$
\frac{3}{2}(2 \pi T)^{\frac{1}{4}}\left\{(Q+q)^{\frac{4}{3}}-Q^{\frac{1}{3}}\right\} .
$$

23. A spherical soap-bubble is blown inside another concentric with it, and the former has a charge $E$ of electricity, the latter being originally uncharged. The latter now has a small charge given to it. Shew that if $a$ and $2 a$ were the original radii, the new radii will be approximately $a+x, 2 a+y$, where

$$
12 y(\Pi a+T)=x\left(24 \Pi a+\frac{101}{2} T+\frac{7 E^{2}}{8 \pi a^{s}}\right)
$$

where $\Pi$ is the atmospheric pressure, and $T$ is the surface-tension of each bubble.
24. Shew that the electric capacity of a conductor is less than that of any other conductor which can completoly surround it.
25. If the inner sphere of a concentric spherical condenser is moved slightly out of position, so that the two syheres are no longer concentric, shew that the capacity is increased.

## CHAPTER IV

## SYSTEMS OF CONDUOTORS

98. In the present Chapter we discuss the general theory of an electrostatic field in which there are any number of conductors. The charge on each conductor will of course influence the distribution of charges on the other conductors by induction, and the problem is to investigate the distributions of electricity which are to be expected after allowing for this mutual induction.

We have seen that in an electrostatic field the potential cannot be a maximum or a minimum except at points where electric charges occur. It follows that the highest potential in the field must occur on a conductor, or else at infinity, the latter case occurring only when the potential of every conductor is negative. Excluding this case for the moment, there must be one conductor of which the potential is higher than that anywhere else in the field. Since lines of force run only from higher to lower potential (§ 36), it follows that no lines of force can enter this conductor, there being no higher potential from which they can come, so that lines of force must leave it at every point of its surface. In other words, its electrification must be positive at every point.

So also, except when the potential of every conductor is positive, there must be one conductor of which the potential is lower than that anywhere else in the field, and the electrification at every point of this conductor must be negative.

If the total charge on a conductor is nil, the total strength of the tubes of force which enter it must be exactly equal to the total strength of the tubes which. leave it. There must therefore be both tubes which enter and tubes which leave its surface, so that its potential must be intermediate between the highest and lowest potentials in the field. For if its potential were the highest in the field, no tubes could enter it, and vice versd. On any such conductor the regions of positive electrification are separated from regions of negative electrification by "lines of no electrification," these lines being loci along which $\sigma=0$. In general the resultant intensity at any
point of a conductor is $4 \pi \sigma$. At any point of a line of no electrification, this intensity vanishes, so that every point of a "line of no electrification" is also a point of equilibrium.

At a point of equilibrium we have already seen that the equipotential through the point cuts itself. A line of no electrification, however, lies entirely on a single equipotential, so that this equipotential must cut itself along the line of no electrification. Moreover, by $\S 69$, it must cut itself at right angles, except when it consists of more than two sheets.
99. We can prove the two following propositions:
I. If the potential of every conductor in the field is given, there is only one distribution of electric charges which will produce this distribution of potential.
II. If the total charge of every conductor in the field is given, there is only one way in which these charges can distribute themselves so as to be in equilibrium.

If proposition I. is not true, let us suppose that there are two different distributions of electricity which will produce the required potentials. Let $\sigma$ denote the surface density at any point in the first distribution, and $\sigma^{\prime}$ in the second. Consider an imaginary distribution of electricity such that the surface density at any point is $\sigma-\sigma^{\prime}$. The potential of this distribution at any point $P$ is

$$
V_{P}=\iint \frac{\sigma-\sigma^{\prime}}{r} d S,
$$

where the integration extends over the surfaces of all the conductors, and $r$ is the distance from $P$ to the element $d S$. If $P$ is a point on the surface of any conductor,

$$
\iint \frac{\sigma}{r} d S \text { and } \iint \frac{\sigma^{\prime}}{r} d S
$$

are by hypothesis equal. each being equal to the given potential of the conductor on which $P$ lies. Thus

$$
\nabla_{P}=\iint \frac{\sigma}{r} d S-\iint \frac{\sigma^{\prime}}{r} d S=0
$$

so that the supposed distribution of density $\sigma-\sigma^{\prime}$ is such that the potential vanishes over all the surfaces of the conductors. There can therefore be no lines of force, so that there can be no charges, i.e., $\sigma-\sigma^{\prime}=0$ everywhere, so that the two distributions are the same.

And again, if proposition II. is not true, let us suppose that there are two different distributions $\sigma$ and $\sigma^{\prime}$ such that the total charge on each conductor has the assigned value. A distribution $\sigma-\sigma^{\prime}$ now gives zero as the total charge on each conductor. It follows, as in § 98 , that the
potential of every conductor must be intermediate between the highest and lowest potentials in the field, a conclusion which is obviously absurd, as it prevents every conductor from having either the highest or the lowest potential. It follows that the potentials of all the conductors must be equal, so that again there can be no lines of force and no charges at any point, i.e., $\sigma=\sigma^{\prime}$ everywhere.

It is clear from this that the distribution of electricity in the field is fully specified when we know either
(i) the total charge on each conductor,
or (ii) the potential of each conductor.

## Superposition of Effects.

100. Suppose we have two equilibrium distributions:
(i) A distribution of which the surface density is $\sigma$ at any point, giving total charges $E_{1}, E_{2}, \ldots$ on the different conductors, and potentials $\nabla_{1}, V_{2}, \ldots$.
(ii) A distribution of surface density $\sigma^{\prime}$, giving total charges $E_{1}^{\prime}, E_{2}^{\prime}, \ldots$ and potentials $V_{1}^{\prime}, V_{2}^{\prime}, \ldots$.

Consider a distribution of surface density $\sigma+\sigma^{\prime}$. Clearly the total charges on the conductors will be $E_{1}+E_{1}^{\prime}, E_{2}+E_{2}^{\prime}, \ldots$, and if $\nabla_{P}$ is the potential at any point $P$,

$$
V_{P}=\iint \frac{\sigma+\sigma^{\prime}}{r} d S
$$

where the notation is the same as before. If $P$ is on the first conductor, however, we know that

$$
\begin{aligned}
& \iint \frac{\sigma}{r} d S=V_{1} \\
& \iint \frac{\sigma^{\prime}}{r} d S=V_{1}^{\prime}
\end{aligned}
$$

so that $\nabla_{P}=\nabla_{1}+V_{1}^{\prime}$; and similarly when $P$ is on any other conductor. Thus the imaginary distribution of surface density is an equilibrium distribution, since it makes the surface of each conductor an equipotential, and the potentials are

$$
V_{1}+V_{1}^{\prime}, \quad V_{2}+V_{2}^{\prime}, \quad \ldots
$$

The total charges, as we have seen, are $E_{1}+E_{1}^{\prime}, E_{2}+E_{2}^{\prime}, \ldots$, and from the proposition previously proved, it follows that the distribution of surfacedensity $\sigma+\sigma^{\prime}$ is the only distribution corresponding to these charges.

We have accordingly arrived at the following proposition:
If charges $E_{1}, E_{3}, \ldots$ give rise to potentials $V_{1}, V_{3}, \ldots$, and if charges
$E_{1}^{\prime}, E_{2}^{\prime}, \ldots$ give rise to potentials $V_{1}^{\prime}, V_{2}^{\prime}, \ldots$, then charges $E_{1}+E_{1}^{\prime}, E_{2}+E_{9}^{\prime}, \ldots$ will give rise to potentials $V_{1}+V_{1}^{\prime}, V_{2}+V_{2}^{\prime}, \ldots$.

In words: if we superpose two systems of charges, the potentials produced can be obtained by adding together the potentials corresponding to the two component systems.

Clearly the proposition can be extended so as to apply to the superposition of any number of systems.

We can obviously deduce the following:
If charges $E_{1}, E_{2}, \ldots$ give rise to potentials $V_{1}, V_{2}, \ldots$, then charges $K E_{1}, K E_{2}, \ldots$ give rise to potentials $K V_{1}, K V_{2}, \ldots$
101. Suppose now that we have $n$ conductors fixed in position and uncharged. Let us refer to these conductors as conductor (1), conductor (2), etc. Suppose that the result of placing unit charge on conductor (1) and leaving the others uncharged is to produce potentials

$$
p_{u}, \quad p_{12}, \ldots p_{1 n},
$$

on the $n$ conductors respectively, then the result of placing $E_{1}$ on (1) and leaving the others uncharged is to produce potentials

$$
p_{11} E_{1}, \quad p_{12} E_{1}, \ldots p_{1 n} E_{1}
$$

Similarly, if placing unit charge on (2) and leaving the others uncharged gives potentials

$$
p_{n}, \quad p_{2 n}, \ldots p_{2 n}
$$

then placing $E_{2}$ on (2) and leaving the others uncharged gives potentials

$$
p_{21} E_{2}, \quad p_{22} E_{2}, \ldots p_{2 n} E_{2}
$$

In the same way we can calculate the result of placing $E_{\mathrm{s}}$ on (3), $E_{4}$ on (4), and so on.

If we now superpose the solutions we have obtained, we find that the effect of simultaneous charges $E_{1}, E_{2}, \ldots E_{n}$ is to give potentials $V_{1}, V_{3}, \ldots V_{n}$, where

$$
\left.\begin{array}{l}
V_{1}=p_{12} E_{1}+p_{21} E_{2}+p_{31} E_{3}+\ldots  \tag{32}\\
V_{2}=p_{12} E_{1}+p_{23} E_{2}+p_{33} E_{2}+\ldots \\
\text { etc. }
\end{array}\right\}
$$

These equations give the potentials in terms of the charges. The coefficients $p_{11}, p_{11}, \ldots$ do not depend on either the potentials or charges, being purely geometrical quantities, which depend on the size, shape and position of the different conductors.

## Green's Reciprocation Theorem.

102. Let us suppose that charges $e_{P}, e_{Q}, \ldots$ on elements of conducting surfaces at $P, Q, \ldots$ produce potentials $V_{P}, V_{Q}, \ldots$ at $P, Q, \ldots$, and that similarly charges $e_{P}^{\prime}, e_{Q}^{\prime}, \ldots$ produce potentials $V_{P}^{\prime}, V_{Q}^{\prime}, \ldots$ Then Green's Theorem states that

$$
\Sigma e_{P} \nabla_{P}^{\prime}=\Sigma e_{P}^{\prime} V_{P},
$$

the summation extending in each case over all the charges in the field.
To prove the theorem, we need only notice that

$$
V_{P}=\Sigma \frac{e_{q}}{P Q},
$$

the summation extending over all charges except $e_{P}$, so that in $\Sigma e_{P}{ }^{\prime} V_{P}$ the coefficient of $\frac{1}{P Q}$ is $e_{P}{ }^{\prime} e_{Q}$ from the term $e_{P}{ }^{\prime} V_{P}$, and $e_{P} e_{Q}^{\prime}$ from the term $e_{0}{ }_{0} \boldsymbol{V}_{0}$. Thus

$$
\begin{aligned}
\Sigma e_{P}^{\prime} V_{P} & =\Sigma \Sigma \frac{e_{P} e_{Q}^{\prime}+e_{Q} e_{P}^{\prime}}{P Q} \\
& =\Sigma e_{P} V_{P}^{\prime}, \text { from symmetry } .
\end{aligned}
$$

103. The following theorem follows at once:

If total charges $E_{1}, E_{2}$ on the separate conductors of a system produce potentials $V_{1}, V_{2}, \ldots$, and if charges $E_{1}^{\prime}, E_{2}^{\prime}, \ldots$ produce potentials $V_{1}^{\prime}$, $\nabla_{2}^{\prime}, \ldots$, then

$$
\begin{equation*}
\Sigma E V^{\prime}=\Sigma E^{\prime} V \tag{33}
\end{equation*}
$$

the summation extending in each case over all the conductors.
To see the truth of this, we need only divide up the charges $E_{1}, E_{2}, \ldots$ into small charges $e_{P}, e_{Q}, \ldots$ on the different small elements of the surfaces of the conductors, and the proposition becomes identical with that just proved.
104. Let us now consider the special case in which
so that

$$
E_{1}=1, \quad E_{2}=E_{3}=E_{4}=\ldots=0,
$$

$$
V_{1}=p_{11}, \quad V_{2}=p_{13}, \quad \text { etc. } ;
$$

and

$$
E_{1}^{\prime}=0, \quad E_{2}^{\prime}=1, \quad E_{s}^{\prime}=E_{6}^{\prime}=\ldots=0 .
$$

so that

$$
V_{1}^{\prime}=p_{21}, \quad V_{2}^{\prime}=p_{23}, \quad \text { etc. }
$$

Then $\Sigma E V^{\prime}=p_{21}$ and $\Sigma E^{\prime} V=p_{11}$, so that the theorem just proved becomes

$$
p_{12}=p_{21}
$$

In words: the potential to which (1) is raised by putting unit charge on (2), all the other conductors being uncharged, is equal to the potential to which (2) is raised by putting unit charge on (1), all the other conductors being uncharged.

As a special case, let us reduce conductor (2) to a point $P$, and suppose that the system contains in addition only one other conductor (1). Then

The potential to which the conductor is raised by placing a unit charge at $P$, the conductor itself being uncharged, is equal to the potential at $P$ when unit charge is placed on the conductor.

For instance, let the conductor be a sphere, and let the point $P$ be at a distance $r$ from its centre. Unit charge on the sphere produces potential $\frac{1}{r}$ at $P$, so that unit charge at $P$ raises the sphere to potential $\frac{1}{r}$.

## Coefficients of Potential, Capacity and Induction.

105. The relations $p_{12}=p_{n}$, etc. reduce the number of the coefficients $p_{11}, p_{13}, \ldots p_{n n}$, which occur in equations (32), to $\frac{1}{2} n(n+1)$. These coefficients are called the coefficients of potential of the $n$ conductors. Knowing the values of these coefficients, equations (31) give the potentials in terms of the charges.

If we know the potentials $V_{1}, V_{3}, \ldots$, we can obtain the values of the charges by solving equations (32). We obtain a system of equations of the form

$$
\left.\begin{array}{l}
E_{1}=q_{11} V_{1}+q_{21} V_{3}+\ldots  \tag{34}\\
E_{2}=q_{12} V_{1}+q_{22} V_{1}+\ldots \\
\text { etc. }
\end{array}\right\} .
$$

The values of the $q$ 's obtained by actual solution of the equations (32), are
where

Thus $q_{r r}$ is the co-factor of $p_{r}$ in $\Delta$, divided by $\Delta$.
The relation

$$
q_{r t}=q_{\sigma r}
$$

follows as an algebraical consequence of the relation $p_{r s}=p_{s r}$, or is at once obvious from the relation

$$
\Sigma E V^{\prime}=\Sigma E^{\prime} \nabla
$$

and equations (34), on taking the same sets of values as in $\S 104$.

There are $n$ coefficients of the type $q_{11}, q_{n}, \ldots q_{n n}$. These are known as coefficients of capacity. There are $\frac{1}{2} n(n-1)$ coefficients of the type $q_{r r}$, and these are known as coefficients of induction.

From equations (34), it is clear that $q_{11}$ is the value of $E_{1}$ when $V_{1}=1, V_{2}=V_{3}=\ldots=0$. This leads to an extended definition of the capacity of a conductor, in which account is taken of the influence of the other conductors in the field. We define the capacity of the conductor 1 , when in the presence of conductors $2,3,4, \ldots$, to be $q_{11}$, namely, the charge required to raise conductor 1 to unit potential, all the other conductors being put to earth.

## Energy of a Systrm of charazd Conductors.

106. Suppose we require to find the energy of a system of conductors, their charges being $E_{1}, E_{3}, \ldots E_{n}$, so that their potentials are $V_{1}, V_{3}, \ldots V_{n}$ given by equations (32).

Let $W$ denote the energy when the charges are $k E_{1}, k E_{2}, \ldots k E_{n}$. Corresponding to these charges, the potentials will be $k V_{1}, k V_{3}, \ldots k V_{n}$. It we bring up an additional small charge $d k . E_{1}$ from infinity to conductor 1 , the work to be done will be $d k E_{1} . k V_{1}$; if we bring up $d k E E_{2}$ to conductor 2 the work will be $d k E_{3} k V_{2}$ and so on. Let us now bring charges $d k E_{1}$ to 1 , $d k E_{\mathrm{a}}$ to $2, d k E_{\mathrm{z}}$ to $3, \ldots d k E_{n}$ to $n$. The total work done is

$$
\begin{equation*}
k d k\left(E_{1} V_{1}+E_{9} \nabla_{2}+\ldots+E_{n} V_{n}\right) \tag{36}
\end{equation*}
$$

and the final charges are

$$
(k+d k) E_{1},(k+d k) E_{2}, \ldots(k+d k) E_{n} .
$$

The energy in this state is the same function of $k+d k$ as $W$ is of $k$, and may therefore be expressed as

$$
W+\frac{\partial W}{\partial k} d k
$$

Expression (36), the increase in energy, is therefore equal to $\frac{\partial W}{\partial k} d k$, whence

$$
\frac{\partial W}{\partial k}=k\left(E_{1} V_{1}+E_{3}^{\prime} V_{2}+\ldots+E_{n} V_{n}\right),
$$

so that on integration

$$
W=\frac{1}{2} l^{a}\left(E_{1} V_{1}+E_{3} V_{2}+\ldots+E_{n} V_{n}\right) .
$$

No constant of integration is added, since $W$ must vanish when $k=0$. Taking $k=1$, we obtain the energy corresponding to the final charges $E_{1}, E_{1}, \ldots E_{n}$, in the form

$$
\begin{equation*}
W=\frac{1}{2} \Sigma E V \tag{37}
\end{equation*}
$$

If we substitute for the $V$ 's their values in terms of the charges as given by equations (32), we obtain

$$
\begin{equation*}
W=\frac{1}{4}\left(p_{11} E_{1}^{2}+2 p_{12} E_{1} E_{2}+p_{21} E_{2}^{2}+\ldots\right) \tag{38}
\end{equation*}
$$

and similarly from equations (34),

$$
\begin{equation*}
W=\frac{1}{2}\left(q_{n} V_{1}^{2}+2 q_{12} V_{1} V_{2}+q_{n} V_{2}^{2}+\ldots\right) . \tag{39}
\end{equation*}
$$

107. If $W$ is expressed as a function of the $E$ 's, we obtain by differentiation of (38),

$$
\begin{aligned}
\frac{\partial W}{\partial E_{1}} & =p_{11} E_{1}+p_{12} E_{9}+\ldots+p_{1 n} E_{n} \\
& =V_{1} \text { by equations (32). }
\end{aligned}
$$

This result is clear from other considerations. If we increase the charge on conductor 1 by $d E_{1}$, the increase of energy is $\frac{\partial W}{\partial E_{1}^{\prime}} d E_{1}$, and is also $V_{1} d E_{1}$ since this is the work done on bringing up a new charge $d E_{1}$ to potential $\nabla_{1}$. Thus on dividing by $d E_{1}$, we get

So also

$$
\begin{align*}
& \frac{\partial W}{\partial E_{1}}=V_{1} .  \tag{40}\\
& \frac{\partial W}{\partial V_{1}}=E_{1} . \tag{41}
\end{align*}
$$

as is at once obvious on differentiation of (39).
108. In changing the charges from $E_{1}, E_{2}, \ldots$ to $E_{1}^{\prime}, E_{2}^{\prime}, \ldots$ let us suppose that the potentials change from $V_{1}, V_{2}, \ldots$ to $V_{1}^{\prime}, V_{2}^{\prime}, \ldots$. The work done, $W^{\prime}-W$, is given by

$$
W^{\prime}-W=\frac{1}{2} \Sigma\left(E^{\prime} V^{\prime}-E V\right) .
$$

Since, however, by $£ 103, \Sigma E V^{\prime}=\Sigma E^{\prime} V$, this expression for the work done can either be written in the form

$$
\frac{1}{8} \Sigma\left\{E^{\prime} V^{\prime}-E V-\left(E V^{\prime}-E^{\prime} V\right)\right\}
$$

which leads at once to

$$
\begin{equation*}
W^{\prime}-W=\frac{1}{2} \Sigma\left(E^{\prime}-E\right)\left(V^{\prime}+V\right) \tag{42}
\end{equation*}
$$

or in the form

$$
\begin{align*}
& \frac{1}{4} \sum\left\{E^{\prime} V^{\prime}-E V+\left(E V^{\prime}-E^{\prime} V\right)\right\}, \\
& W^{\prime}-W=\frac{1}{2} \Sigma\left(V^{\prime}-V\right)\left(E^{\prime}+E\right) \tag{43}
\end{align*}
$$

which leads to
109. If the changes in the charges are only small, we may replace $E^{\prime}$ by $E+d E$, and find that equation (42) reduces to

$$
d W=\Sigma V d E,
$$

from which equation (40) is obvious, while equation (43) reduces to

$$
d W=\Sigma E d V
$$

leading at once to (41).
110. It is worth noticing that the coefficients of potential, capacity and induction can be expressed as differential coefficients of the energy; thus

$$
\begin{aligned}
& p_{11}=\frac{\partial^{2} W}{\partial E_{1}^{2}} \\
& p_{r s}=\frac{\partial^{2} W}{\partial E_{r} \partial E_{s}} \\
& q_{r s}=\frac{\partial^{2} W}{\partial V_{r} \partial V_{s}}
\end{aligned}
$$

and so on.
The last two equations give independent proofs of the relations

$$
p_{r s}=p_{s r}, \quad q_{r r}=q_{r r}
$$

## Properties of the Coefricients.

111. A certain number of properties can be deduced at once from the fact that the energy must always be positive. For instance since the value of $W$ given by equation (38) is positive for all values of $E_{1}, E_{2}^{\prime}, \ldots E_{n}$, it follows at once that

$$
p_{11}, p_{22}, p_{33}, \ldots \text { are positive, }
$$

that $p_{11} p_{m p}-p_{12}{ }^{2}$ is positive, that

$$
\left|\begin{array}{l}
p_{11} p_{12} p_{13} \\
p_{12} p_{12} p_{23} \\
p_{13} p_{21} p_{33}
\end{array}\right| \text { is positive }
$$

and so on. Similarly from equation (39), it follows that

$$
q_{11}, q_{22}, q_{s 3}, \ldots \text { are positive }
$$

and there are other relations similar to those above.
112. More valuable properties can, however, be obtained from a consideration of the distribution of the lines of force in the field.

Let us first consider the field when

The potentials are

$$
\begin{gathered}
E_{1}=1, \quad E_{2}=E_{3}=\ldots=0 . \\
V_{1}=p_{11}, \quad V_{2}=p_{12}, \text { etc. }
\end{gathered}
$$

Since conductors 2, 3, ... are uncharged, their potentials must be intermediate between the highest and lowest potentials in the field. Thus the potential of 1 must be either the highest or the lowest in the field, the other extreme potential being at infinity. It is impossible for the potential of 1 to be the lowest in the field; for if it were, lines of force would enter in at every point, and its charge would be negative. Thus the highest potential in the field must be that of conductor 1 , and the other potentials must all
be intermediate between this potential and the potential at infinity, and must therefore all be positive. Thus $p_{11}, p_{12}, p_{13}, \ldots p_{2 n}$ are all positive and the first is the greatest.

Next let us put

$$
V_{1}=1, \quad V_{3}=V_{3}=\ldots=0,
$$

so that the charges are
$q_{11}, q_{13}, q_{13}, \ldots q_{1 n}$.
The highest potential in the field is that of conductor 1. Thus lines of force leave but do not enter conductor 1 . The lines may either go to the other conductors or to infinity. No lines can leave the other conductors. Thus the charge on 1 must be positive, and the charges on $2,3, \ldots$ all negative, i.e., $q_{11}$ is positive and $q_{12}, q_{13}, \ldots$ are all negative. Moreover the total strength of the tubes arriving at infinity is $q_{12}+q_{12}+q_{13}+\ldots+q_{1 n}$, so that this must be positive.
113. To sum up, we have seen that
(i) All the coefficients of potential ( $p_{11}, p_{12}, \ldots$ ) are positive,
(ii) All the coefficients of capacity ( $q_{11}, q_{n}, \ldots$ ) are positive,
(iii) All the coefficients of induction ( $q_{12}, q_{13}, \ldots$ ) are negative, and we have obtained the relations

$$
\begin{gathered}
\left(p_{11}-p_{12}\right) \text { is positive, } \\
\left(q_{11}+q_{12}+\ldots+q_{1 n}\right) \text { is positive. }
\end{gathered}
$$

In limiting cases it is of course possible for any of the quantities which have been described as always positive or always negative, to vanish.

## Values of the Coefficients in Special Cases.

## Electric Screening.

114. The first case in which we shall consider the values of the coefficients is that in which one conductor, say 1 , is completely surrounded by a second conductor 2 .
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If $E_{1}=0$, the conductor 2 becomes a closed conductor with no charge inside, so that the potential in its interior is constant, and therefore $V_{1}=V_{2}$. Putting $E_{1}=0$, the relation $V_{1}=V_{z}$ gives the equation

$$
\left(p_{12}-p_{22}\right) E_{2}+\left(p_{12}-p_{33}\right) E_{3}+\ldots=0
$$

This being true for all values of $E_{3}, E_{3}, \ldots$ we must have

$$
p_{19}=p_{33}, \quad p_{43}=p_{38}, \text { etc. }
$$

Next let us put unit charge on 1 , leaving the other conductors uncharged. The energy is $\frac{1}{2} p_{11}$. If we join 1 and 2 by a wire, the conductors 1 and 2 form a single conductor, so that the electricity will all flow to the outer surface. This wire may now be removed, and the energy in the system is $\frac{1}{2} p_{\mathrm{m}}$. Energy must, however, have been lost in the flow of electricity, so that $p_{z}$ must be less than $p_{11}$.

Since we have already seen that $p_{19}=p_{21}$ and $p_{11}-p_{19}$ cannot be negative, it is clear that $p_{n}$ cannot be greater than $p_{\mathrm{n}}$. The foregoing argument, however, goes further and enables us to prove that $p_{\mathrm{n}}-p_{\mathrm{m}}$ is actually positive.

Let us next suppose that conductor 2 is put to earth, so that $\boldsymbol{V}_{\mathbf{2}}=0$. Then if $E_{1}=0$, it follows that $V_{1}=0$. Hence from the equations

$$
\begin{equation*}
E_{1}=q_{11} V_{1}+q_{12} V_{2}+\ldots+q_{1 n} V_{n} \tag{44}
\end{equation*}
$$

we obtain in this special case that

$$
q_{13} V_{3}+q_{14} V_{4}+\ldots+q_{2 n} V_{n}=0
$$

This is true, whatever the values of $V_{3}, V_{3}, \ldots$, so that

$$
q_{13}=q_{14}=\ldots=q_{1 n}=0 .
$$

Suppose that conductor 1 is raised to unit potential while all the other conductors are put to earth. The aggregate strength of the tubes of force which go to infinity, namely $q_{1 n}+q_{12}+\ldots+q_{2 n}(\S 112)$, is in this case zero, so that $q_{13}=-q_{\mathrm{u}}$.

The system of equations (44) now reduces, when $\boldsymbol{V}_{2}=0$, to

$$
\left.\begin{array}{c}
E_{1}=q_{11} V_{1} \ldots \ldots \ldots \\
E_{2}=q_{12} V_{1}+q_{23} V_{3}+q_{2} V_{4}+\ldots \\
E_{3}=q_{24} V_{3}+q_{34} V_{\mathrm{V}}+\ldots  \tag{47}\\
E_{\mathrm{t}}=q_{4} V_{3}+q_{4} V_{\mathrm{s}}+\ldots
\end{array}\right\} \ldots
$$

Equations (47) shew that the relations between charges and potential outside 2 are quite independent of the electrical conditions which obtain inside 2. So also the conditions inside 2 are not affected by those outside 2 , as is obvious from equation (45). These results become obvious when we consider that no lines of force can cross conductor 2 , and that there is no way except by crossing conductor 2 for a line of force to pass from the conductors outside 2 to those inside 2.

An electric system which is completely surrounded by a conductor at potential zero is said to be "elcetrically screened" from all electric systems
outside this conductor; for charges outside this "screen" cannot affect the screened system. The principle of electric screening is utilised in electrostatic instruments, in order that the ingtrument may not be affected by external electric actions other than those which it is required to observe. As a complete conductor would prevent observation of the working of the instrument, a cage of wire is frequently used as a screen, this being very nearly as efficient as a completely closed conductor (see § 72). In more delicate instruments the screening may be complete except for a small window to admit of observation of the interior.

## Spherical Condenser.

115. Let us apply the methods of this Chapter to the spherical condenser described in $\S 79$. Let the inner sphere of radius $a$ be taken to be conductor 1 , and the outer sphere of radius $b$ be taken to be conductor 2 .

The equations connecting potentials and charges are

$$
\begin{aligned}
& V_{1}=p_{12} E_{1}+p_{21} E_{2}, \\
& V_{2}=p_{12} E_{1}+p_{22} E_{2} .
\end{aligned}
$$

A unit charge placed on 2 raises both 1 and 2 to potential $1 / b$, so that on putting $E_{1}=0, E_{2}=1$, we must have $V_{1}=V_{2}=1 / b$. Hence it follows that

$$
p_{\mathrm{n}}=p_{\mathrm{a}}=\frac{1}{\bar{b}} .
$$

If we leave 2 uncharged and place unit charge on 1 , the field of force is that investigated in § 79, so that $V_{1}=1 / a, V_{2}=1 / b$. Hence

$$
p_{\mathrm{y}}=\frac{1}{a}, \quad p_{12}=\frac{1}{b} .
$$

These results exemplify
(i) the general relation $p_{19}=p_{21}$,
(ii) the relation peculiar to electric screening, $p_{19}=p_{22}$.

The equations now become

$$
\begin{aligned}
& V_{1}=\frac{E_{1}}{a}+\frac{E_{2}}{b}, \\
& V_{2}=\frac{E_{1}}{b}+\frac{E_{2}}{b} .
\end{aligned}
$$

Solving for $E_{1}$ and $E_{1}$ in terms of $V_{1}$ and $V_{1}$, we obtain

$$
\begin{aligned}
& E_{1}=\frac{a b}{b-a} V_{1}-\frac{a b}{b-a} V_{2}, \\
& E_{9}=-\frac{a b}{b-a} V_{1}+\frac{b^{2}}{b-a} V_{1},
\end{aligned}
$$

so that

$$
q_{11}=\frac{a b}{b-a}, \quad g_{12}=q_{21}=-\frac{a b}{b-a}, \quad q_{2 n}=\frac{b^{2}}{b-a} .
$$

We notice that $q_{19}=q_{21}$, that the value of each is negative, and that $q_{11}=-q_{13}$, in accordance with § 114. The value of $q_{12}$ is the capacity of sphere 1 when 2 is to earth, and is in agreement with the result of $\S 79$. The capacity of 2 when 1 is to earth, $q_{m}$, is seen to be $\frac{b^{2}}{b-a}$. This can also be seen by regarding the system as composed of two condensers, the inner sphere and the inner surface of the outer sphere form a single spherical condenser of capacity $\frac{a b}{b-a}$, while the outer surface of the outer sphere has capacity $b$. The total capacity accordingly

$$
=\frac{a b}{b-a}+b=\frac{b^{2}}{b-a} .
$$

## Two spheres at a great distance apart.

116. Suppose we have two spheres, radii $a, b$, placed with their centres at a great distance $c$ apart. Let us first place unit charge on the former, the


Fig. 39.
charge being placed so that the surface density is constant. This will not produce unifurm potential over 2; at a point distant $r$ from the centre of 1 it will produce potential $1 / r$. We can, however, adjust this potential to the uniform value $1 / c$ by placing on the surface of 2 a distribution of electricity such that it produces a potential $\frac{1}{c}-\frac{1}{r}$ over this surface.

Take $B$, the centre of the second sphere, as origin, and $A B$ as axis of $x$. Then we may write

$$
\frac{1}{c}-\frac{1}{r}=\frac{r-c}{c r}=\frac{x}{c^{2}}, \text { as far as } \frac{1}{c^{2}} \text {. }
$$

Let $\sigma$ be the surface density required to produce this potential, then clearly $\sigma$ is an odd function of $x$, and therefore the total charge, the value of $\sigma$ integrated over the sphere, vanishes. Thus the potential of 2 can be adjusted to the uniform value $1 / c$ without altering the total charge on 2 from zero, neglecting $1 / c^{3}$. The new surface density being of the order of $1 / c^{2}$, the additional potential produced on 1 by it will be at most of order $1 / c^{4}$, so that if we neglect $1 / c^{\circ}$ we have found an equilibrium arrangement which makes

$$
E_{1}=1, \quad E_{2}=0, \quad V_{1}=\frac{1}{a}, \quad V_{2}=\frac{1}{c} .
$$

Substituting these values in the equations

$$
\begin{aligned}
& V_{1}=p_{11} E_{1}+p_{13} E_{2}, \\
& V_{2}=p_{19} E_{2}+p_{2 z} E_{2},
\end{aligned}
$$

we find at once that

$$
\begin{aligned}
& p_{12}=\frac{1}{a} \text { neglecting } \frac{1}{c^{2}}, \\
& p_{18}=\frac{1}{r} \quad \frac{1}{\rho^{2}},
\end{aligned}
$$

and similarly we can see that

$$
p_{22}=\frac{1}{b} \text { neglecting } \frac{1}{c^{2}} \text {. }
$$

Solving the equations

$$
\begin{aligned}
& V_{1}=\frac{E_{1}}{a}+\frac{E_{9}}{c}, \\
& V_{2}=\frac{E_{1}}{c}+\frac{E_{2}}{b},
\end{aligned}
$$

we find that, neglecting $\frac{1}{c^{*}}$,

$$
\begin{aligned}
q_{11} & =\frac{a}{1-\frac{a b}{c^{2}}} \\
q_{n}=q_{21} & =-\frac{a b}{c\left(1-\frac{a b}{c^{2}}\right)}=-\frac{a b}{c} \text { as far as } \frac{1}{c^{2}}, \\
q_{n} & =\frac{b}{1-\frac{a b}{c^{2}}} .
\end{aligned}
$$

We notice that the capacity of either sphere is greater than it would be if the other were removed. This, as we shall see later, is a particular case of a general theorem.

## Two conductors in contact.

117. If two conductors are placed in contact, their potentials must be equal. Let the two conductors be conductors 1 and 2 , then the equation $V_{1}=V_{2}$ becomes
or, say,

$$
\left(p_{11}-p_{12}\right) E_{1}+\left(p_{12}-p_{22}\right) E_{2}+\ldots=0,
$$

If we know the total charge $E$ on 1 and 2 , we have

$$
E_{1}+E_{\mathbf{2}}=E,
$$

and on solving these two equations we can obtain $E_{1}$ and $E_{2}$. We find that

$$
\frac{E_{1}}{E_{2}}=-\frac{\beta E+\gamma E_{3}+\delta E_{4}+\ldots}{a E+\gamma E_{3}+\delta E_{4}+\ldots}
$$

giving the ratio in which the charge $E$ will distribute itself between the two conductors 1 and 2. If the conductors $3,4, \ldots$ are either absent or uncharged,

$$
\frac{E_{1}}{E_{3}}=-\frac{\beta}{\alpha}=\frac{p_{22}-p_{12}}{p_{11}-p_{12}},
$$

which is independent of $E$ and always positive. It is to be noticed that $E_{1}$ vanishes only if $p_{z}=p_{12}$, i.e., if 2 entirely surrounds 1 .

## Mechanical Forces on Conductors.

118. We have already seen that the mechanical force on a conductor is the resultant of a system of tensions over its surface of amount $2 \pi \sigma^{2}$ per unit area. The results of the present Chapter enable us to find the resultant force on any conductor in terms of the electrical coefficients of the system.

Suppose that the positions of the conductors are specified by any coordinates $\xi_{1}, \xi_{2}, \ldots$, so that $p_{11}, p_{12}, \ldots, q_{11}, q_{12}, \ldots$, and consequently also $W$, are functions of the $\xi$ 's. If $\xi_{1}$ is increased to $\xi_{1}+d \xi_{1}$, without the charges on the conductors being altered, the increase in electrical energy is $\frac{\partial W}{\partial \xi_{1}} d \xi_{1}$, and this increase must represent mechanical work done in moving the conductors. The force tending to increase $\xi_{1}$ is accordingly

$$
-\frac{\partial W}{\partial \xi_{1}}
$$

Since the charges on the conductors are to be kept constant, it will of course be most convenient to use the form of $W$ given by equation (38), and the force is obtained in the form

$$
-\frac{1}{2}\left(\frac{\partial p_{11}}{\partial \xi_{1}} E_{1}^{2}+2 \frac{\partial p_{12}}{\partial \xi_{1}} E_{1} E_{2}+\ldots\right)
$$

It is however possible, by joining the conductors to the terminals of electric batteries, to keep their potentials constant. In this case, however, we must not use the expression (39) for $W$, and so obtain for the force

$$
\begin{equation*}
-\frac{1}{2}\left(\frac{\partial q_{11}}{\partial \xi_{1}} V_{1}^{2}+2 \frac{\partial q_{12}}{\partial \xi_{1}} V_{1} V_{2}+\ldots\right) . \tag{49}
\end{equation*}
$$

for the batteries are now capable of supplying energy, and an increase of electrical energy does not necessarily mean an equal expenditure of mechanical energy, for we must not neglect the work done by the batteries. Since the resultant mechanical force on any conductor may be regarded as the resultant of tensions $2 \pi \sigma^{2}$ per unit area acting over its surface, it is clear that this resultant force in any position depends solely on the charges in this position. It is therefore the same whether the charges or potentials are kept constant, and expression (48) will give this force whether the conductors are connected to batteries or not.
119. As an illustration, we may consider the force between the two charged spheres discussed in § 116.

The force tending to increase $c$, namely $-\frac{\partial W}{\partial c}$, is

$$
-\frac{1}{2}\left(\frac{\partial p_{11}}{\partial c} E_{1}^{\mathbf{2}}+2 \frac{\partial p_{12}}{\partial c} E_{1} E_{2}+\frac{\partial p_{p_{1}}}{\partial c} E_{2}^{2}\right)
$$

and substituting the values

$$
\begin{aligned}
& p_{11}=\frac{1}{a}+\text { terms in } \frac{1}{c^{3}}, \\
& p_{12}=\frac{1}{c}+\quad " \quad " \\
& p_{22}=\frac{1}{b}+\quad " \quad "
\end{aligned}
$$

it is found that this force is

$$
\frac{E_{1} E_{2}}{c^{2}}+\text { terms in } \frac{1}{c^{4}} .
$$

Thus, except for terms in $c^{-1}$, the force is the same as though the charges were collected at the centres of the spheres. Indeed, it is easy to go a stage further and prove that the result is true as far as $c^{-1}$. We shall, however, reserve a full discussion of the question for a later Chapter.
120. Let us write

$$
\begin{aligned}
& \frac{1}{2}\left(p_{11} E_{1}^{2}+2 p_{12} E_{1} E_{2}+\ldots\right)=W_{6}, \\
& \frac{1}{2}\left(q_{11} V_{1}^{2}+2 q_{12} V_{1} V_{2}+\ldots\right)=W_{v} .
\end{aligned}
$$

Then $W_{e}$ and $W_{V}$ are each equal to the electrical energy $\frac{1}{2} \sum E V$, so that

$$
\begin{equation*}
W_{0}+W_{v}-\Sigma E V=0 \tag{50}
\end{equation*}
$$

In whatever way we change the values of

$$
E_{1}, E_{2}, \ldots, V_{1}, V_{2}, \ldots, \xi_{1}, \xi_{2}, \ldots,
$$

equation (50) remains true. We may accordingly differentiate it, treating the expression on the left as a function of all the $E$ "s, $V$ 's and $\xi$ 's. Denoting the function on the left-hand of equation (50) by $\phi$, the result of differentiation will be

Now

$$
\begin{aligned}
& \Sigma \frac{\partial \phi}{\partial E_{1}} \delta E_{1}+\Sigma \frac{\partial \phi}{\partial V_{1}} \delta V_{1}+\Sigma \frac{\partial \phi}{\partial \xi_{1}} \delta \xi_{1}=0 \\
& \frac{\partial \phi}{\partial E_{1}^{\prime}}=\frac{\partial W_{e}}{\partial E_{1}^{\prime}}-V_{1}=0, \text { by equation (40), } \\
& \frac{\partial \phi}{\partial V_{1}}=\frac{\partial W_{V}}{\partial V_{1}}-E_{1}=0, \quad " \quad, \quad(41)
\end{aligned}
$$

so that we are left with

$$
\Sigma \frac{\partial \phi}{\partial \xi_{1}} \delta \xi_{1}=0
$$

and since this equation is true for all displacements and therefore for all values of $\delta \xi_{1}, \delta \xi_{2}, \ldots$, it follows that each coefficient must vanish separately. Thus $\frac{\partial \phi}{\partial \xi_{1}}=0$, or

$$
\begin{equation*}
\frac{\partial W_{0}}{\partial \xi_{1}}+\frac{\partial W_{\nabla}}{\partial \xi_{1}}=0 \tag{51}
\end{equation*}
$$

As we have seen, $-\frac{\partial W_{a}}{\partial \xi_{1}}$ is the mechanical force tending to increase $\xi_{1}$, and this has now been shewn to be equal to $\frac{\partial W_{V}}{\partial \xi_{1}}$, which is expression (49) with the sign reversed. Thus the mechanical force, whether the charges or the potentials are kept constant, is

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\partial q_{11}}{\partial \xi_{1}} V_{1}^{2}+2 \frac{\partial q_{12}}{\partial \xi_{1}} V_{1} V_{2}+\ldots\right) \tag{52}
\end{equation*}
$$

a form which is convenient when we know the potentials, but not the charges, of the system.

In making a small displacement of the system such that $\xi_{1}$ is changed into $\xi_{2}+d \xi_{1}$, the mechanical work done is $\frac{\partial W_{e}}{\partial \xi_{1}} d \xi_{1}$. If the potentials are kept constant the increase in electrical energy is $\frac{\partial W_{V}}{\partial \xi_{1}} d \xi_{1}$. The difference of these expressions, namely

$$
\left(\frac{\partial W_{V}}{\partial \xi_{1}}-\frac{\partial W_{e}}{\partial \xi_{1}}\right) d \xi_{1},
$$

represents energy supplied by the batteries. From equation (51), it appears that this expression is equal to $2 \frac{\partial W_{V}}{\partial \xi_{2}} d \xi_{1}$, so that the batteries supply energy equal to twice the increase in the electrical energy of the system, and of this energy half goes to an increase of the final electrical energy, while half is expended as mechanical work in the motion of the conductors.

Introduction of a new conductor into the field.
121. When a new conductor is introduced into the field, the coefficients $p_{u 1}, p_{11}, \ldots, q_{u 1}, q_{13}, \ldots$ are naturally altercd.

Let us suppose the new conductor introduced in infinitesimal pieces, which are brought into the field uncharged and placed in position so that they are in every way in their final places except that electric communication is not established between the different pieces. So far no work has been done and the electrical energy of the field remains unaltered.

Now let electric communication be established between the different pieces, so that the whole structure becomes a single conductor. The separate
pieces, originally at different potentials, are now brought to the same potential by the flow of electricity over the surface of the conductor. Electricity can only flow from places of higher to places of lower potential, so that electrical energy is lost in this flow. Thus the introduction of the new conductor has diminished the electric energy of the field.

If we now put the new conductor to earth there is in general a further flow of electricity, so that the energy is still further diminished.

Thus the electric energy of any field is diminished by the introduction of a new conductor, whether insulated or not.

Consider the case in which the new conductor remains insulated. Let the energy of the field before the introduction of the new conductor be

$$
\begin{equation*}
\frac{1}{2}\left(p_{11} E_{1}^{2}+2 p_{12} E_{1} E_{2}+\ldots+p_{n n} E_{n}^{2}\right) \tag{53}
\end{equation*}
$$

After introduction, the energy maty be taken to be

$$
\begin{equation*}
\frac{1}{2}\left(p_{11}^{\prime} E_{1}{ }^{2}+2 p_{13}^{\prime} E_{1} E_{2}^{\prime}+\ldots+p_{n n}^{\prime} E_{n}^{2}\right) \tag{54}
\end{equation*}
$$

where $p_{n 1}{ }^{\prime}$, etc., are the new coefficients of potential. Further coefficients of the type $p_{1, n+1}, p_{2, n+1}, \ldots, p_{n+1, n+1}$ are of course brought into existence, but do not enter into the expression for the energy, since by hypothesis $E_{n+1}=0$.

Since expression (54) is less than expression (53), it follows that

$$
\left(p_{11}-p_{11}^{\prime}\right) E_{1}^{\prime}+2\left(p_{12}-p_{12}^{\prime}\right) E_{1} E_{2}+\ldots
$$

is positive for all values of $E_{1}, E_{2}, \ldots$. Hence $p_{n 1}-p_{1}{ }^{\prime}$ is positive, and other relations may be obtained, as in § 111.

## Electrometers.

## I. The Attracted Disc Electrometer.



Fic. 40.
122. This instrument is, as regards its essential principle, a balance in which the beam has a weight fixed at one end and a disc suspended from the other. Under normal conditions the fixed weight is sufficiently heavy
to outweigh the disc. In using the instrument the disc is made to become one plate of a parallel plate condenser, of which the second plate is adjusted until the electric attraction between the two plates of the condenser is just sufficient to restore the balance.

The inequalities in the distribution of the lines of force which would otherwise occur at the edges of the disc are avoided by the use of a guardring ( $\S 90$ ), so arranged that when the beam of the balance is horizontal the guard-ring and disc are exactly in one plane, and fit as closely as is practicable.

Let us suppose that the disc is of area $A$ and that the disc and guardring are raised to potential $V$. Let the second plate of the condenser be placed parallel to the disc at a distance $h$ from it, and put to earth. Then the intensity between the disc and lower plate is uniform and equal to $\mathrm{V} / \mathrm{h}$, so that the surface density on the lower face of the disc is $\sigma=V / 4 \pi h$. The mechanical force acting on the disc is therefore a force $2 \pi \sigma^{2} A$ or $V^{2} A / 8 \pi h^{2}$ acting vertically downwards through the centre of the disc. If this just suffices to keep the beam horizontal, it must be exactly equal to the weight, say $W$, which would have to be placed on this dise to maintain equilibrium if it were uncharged. This weight is a constant of the instrument, so that the equation

$$
\frac{V^{2} A}{8 \pi h^{2}}=W
$$

enables us to determine $V$ in terms of known quantities by observing $h$. The instrument is arranged so that the lower plate can be moved parallel to itself by a micrometer screw, the reading of which gives $h$ with great accuracy. We can accordingly determine $V$ in absolute units, from the equation

$$
V=h \sqrt{\frac{8 \pi W}{A}}
$$

If we wish to determine a difference of potential we can raise the upper plate to one potential $V_{1}$, and the lower plate to the second potential $V_{2}$, and we then have

$$
\nabla_{1}-V_{2}=h \sqrt{\frac{8 \pi W}{A}}
$$

A more accurate method of determining a difference of potential is to keep the disc at a constant potential $v$, and raise the lower plate successively to potentials $V_{1}$ and $V_{2}$. If $h_{1}$ and $h_{2}$ are the values of $h$ which bring the disc to its standard position when the potentials of the lower plate are $V_{1}$ and $V_{\mathbf{3}}$, we have

$$
\begin{aligned}
& v-V_{1}=h_{1} \sqrt{\frac{8 \pi W}{A}} \\
& v-V_{2}=l_{2} \sqrt{\frac{8 \pi W}{A}}
\end{aligned}
$$

so that

$$
V_{2}-V_{1}=\left(h_{1}-h_{\mathbf{2}}\right) \sqrt{\frac{8 \pi W}{A}} .
$$

It is now only necessary to measure $h_{1}-h_{2}$, the distance through which the lower plate is moved forward, and this can be determined with great accuracy, as it depends solely on the motion of the micrometer screw.

## II. The Quadrant Electrometer.

123. Measurement of Potential Difference. This instrument is more delicate than the disc electrometer just described, but enables us only to compare two potentials, or potential differences; we cannot measure a single potential in terms of known units.

The principal part of the instrument consists of a metal cylinder of height small compared with its radius, divided into four quadrants $A, B, C, D$ by two diameters at right angles. These quadrants are insulated separately, and then opposite quadrants are connected in pairs, two by wires joined to a point $E$ and two by wires joined to some other point $F$.

The inside of the cylinder is hollow and inside this a metal disc or "needle" is free to move, being suspended by a delicate fibre, so that it can rotate without touching the quadrants. Before using the instrument the needle is charged to a high potential, say $v$, either by means of the fibre, if this is a conductor, or by a small conducting


Fia. 41. wire hanging from the needle which passes through the bottom of the cylinder. The fibre is adjusted so that when the quadrants are at the same potential the needle rests, as shewn in the figure, in a symmetrical position with respect to the quadrants. In this state either surface of the needle and the opposite faces of the quadrants may be regarded as forming a parallel plate condenser.

If, however, the potential of the two quadrants joined to $E$ is different from that of the two quadrants joined to $F$, there is an electrical force tending to drag the needle under that pair of quadrants of which the potential differs most from $v$. The needle will accordingly move in this direction until the electric forces are in equilibrium with the torsion of the fibre, and an observation of the angle through which the needle turns will give an
indication of the difference of potential between the two pairs of quadrants. This angle is most easily observed by attaching a small mirror to the fibre just above the point at which it emerges from the quadrants.

Let us suppose that when the needle has turned through an angle $\theta$, the total area $A$ of the needle is placed so that an area $S$ is inside the pair of quadrants at potential $V_{1}$, and an area $A-S$ inside the pair at potential $\boldsymbol{V}_{2}$. Let $h$ be the perpendicular distance from either face of the needle to the faces of the quadrants. Then the system may be regarded as two parallel plate condensers of area $S$, distance $h$, and difference of potential $v-V_{1}$, and two parallel plate condensers for which these quantities have the values $A-S, h, v-\nabla_{2}$. There are two condensers of each kind because there are two faces, upper and lower, to the needle. The electrical energy of this system is accordingly

$$
\frac{\left(v-V_{V}\right)^{2} S}{4 \pi h}+\frac{\left(v-V_{2}\right)^{2}(A-S)}{4 \pi h} .
$$

The energy here appears as a quadratic function of the three potentials concerned: it is expressed in the same form as the $W_{V}$ of § 120 . The mechanicial force tending to increase $\theta$, i.e., the moment of the couple tending to turn the needle in the direction of $\theta$ increasing, is therefore $\frac{\partial W_{V}}{\partial \theta}$. Now in $W_{V}$ the only term in the coefficients of the potentials which varies with $\theta$ is $S$, so that on differentiation we obtain

$$
\frac{\partial W_{V}}{\partial \theta}=\frac{\left(v-V_{1}\right)^{2}-\left(v-V_{2}\right)^{2}}{4 \pi h} \frac{\partial S}{\partial \theta} .
$$

If $r$ is the radius of the needle-measured from its centre, which is under the line of division of the quadrants-we clearly have $\frac{\partial S}{\partial \theta}=r^{2}$, so that we can write the equation just obtained in the form

$$
\frac{\partial W_{V}}{\partial \theta}=\frac{\left(2 v-V_{1}-V_{2}\right)\left(V_{z}-V_{1}\right)}{4 \pi / t} v^{2} .
$$

In equilibrium this couple is balanced by the torsion couple of the fibre, which tends to decrease $\theta$. This couple may be taken to be $k \theta$, where $k$ is a constant, so that the equation of equilibrium is

$$
\begin{equation*}
k \theta=\frac{\left(2 v-V_{1}-V_{3}\right)\left(V_{2}-V_{1}\right) r^{s}}{4 \pi \hbar} . . \tag{55}
\end{equation*}
$$

For small displacements of the needle, $r^{2}$ may be replaced by $a^{2}$, the radius of the needle at its centre line. Also $v$ is generally large compared with $V_{1}$ and $V_{2}$. The last equation accordingly assumes the simpler form

$$
k \theta=\frac{v a^{2}}{2 \pi h}\left(V_{1}-V_{2}\right),
$$

shewing that $\theta$ is, for small displacements of the needle, approximately proportional to the difference of potential of the two pairs of quadrants. The instrument can be made extraordinarily sensitive owing to the possibility of obtaining quartz-fibres for which the value of $k$ is very small.

If the difference of potential to be measured is large, we may charge the needle simply by joining it to one of the pairs of quadrants, say the pair at potential $V_{2}$. We then have $v=V_{2}$, and equation (55) becomes

$$
k \theta=\frac{\left(V_{2}-V_{1}\right)^{2} u^{2}}{4 \pi h},
$$

so that $\theta$ is now proportional to the square of the potential difference to be measured.

Writing $\frac{a^{2}}{2 \pi / h i}=C$, so that $C$ is a constant of the instrument, we have, when $v$ is large

$$
\begin{equation*}
\theta=C v\left(V_{1}-V_{2}\right) . \tag{56}
\end{equation*}
$$

when $v=V_{2}$,

$$
\begin{equation*}
\theta=\frac{1}{2} C\left(V_{1}-V_{2}\right)^{2} \tag{57}
\end{equation*}
$$

124. Measurement of charge. Let us speak of the pairs of quadrants at potentials $V_{1}, V_{3}$ as conductors 1,2 respectively, and let the needle be conductor 3. When the quadrants are to earth and the needle is at potential $V_{3}$, the charge $E$ induced on the first pair of quadrants by the charge on the needle will be given by

$$
E=q_{12} V_{3},
$$

where $q_{13}$ is the coefficient of induction. This coefficient is a function of the angle $\theta$ which defined the position of the needle. If the instrument is adjusted so that $\theta=0$ when both pairs of quadrants are to earth, we must use the value of $q_{13}$ corresponding to $\theta=0$, say $\left(q_{13}\right)_{0}$, so that

$$
E=\left(\eta_{13}\right)_{0} V_{3}
$$

Now suppose that the first pair of quadrants is insulated and receives an additional charge $Q$, the sccond pair being still to earth. Let the needle be deflected through an angle $\theta$ in consequence. Since the charge on the first pair of quadrants is now $E+Q$, we have

$$
E+Q=\left(q_{11}\right)_{\theta} V_{1}+\left(q_{13}\right)_{\theta} V_{3} .
$$

On subtracting equation (58) from this we obtain

$$
Q=\left(q_{11}\right)_{0} V_{1}+\left[\left(q_{13}\right)_{\theta}-\left(q_{13}\right)_{0}\right] V_{3} .
$$

If $\theta$ is small this may be written

$$
Q=q_{11} V_{1}+\frac{\partial q_{13}}{\partial \theta} \theta V_{3},
$$

where $q_{n}, \frac{\partial q_{13}}{\partial \theta}$ are supposed calculated for $\theta=0$. Since $V_{2}=0$, we have from equation (56),
so that

$$
\begin{gathered}
\theta=C V_{3} V_{1} \\
Q=\left(\frac{q_{11}}{C V_{3}}+\frac{\partial q_{13}}{\partial \theta} \nabla_{3}\right) \theta_{1}
\end{gathered}
$$

shewing that for small values of $\theta, Q$ is directly proportional to $\theta$.
Let us suppose that we join the first pair of quadrants (conductor 1) to a condenser of known capacity $\Gamma$ which is entirely outside the electrometer. Since the needle (3) is entirely screened by the quadrants the value of $q_{n}$ remains unaltered, while $q_{n}$ will become $q_{n}+\Gamma$. If $\theta^{\prime}$ is now the deflection of the needle, we have

$$
Q=\left(\frac{q_{11}+\Gamma}{C^{\prime} V_{3}}+\frac{\partial q_{13}}{\partial \theta} V_{3}\right) \theta^{\prime},
$$

so that, by combination with the last equation, we have

$$
Q\left(\frac{1}{\theta^{\prime}}-\frac{1}{\theta}\right)=\frac{\Gamma}{C V_{3}} .
$$

If $\theta^{\prime \prime}$ is the deflection obtained by joining the pairs of quadrants to the terminals of a battery of known potential difference $D$, we have from equation (56),

$$
C V_{3}=\frac{\theta^{\prime \prime}}{D^{\prime}},
$$

and on substituting this value for $C V_{3}$, our equation becomes

$$
Q=\frac{\Gamma D}{\frac{\theta^{\prime \prime}}{\theta^{\prime}}-\frac{\theta^{\prime \prime}}{\theta}},
$$

giving $Q$ in terms of the known quantilies $\Gamma, D$ and the three readings $\theta, \theta^{\prime}$ and $\theta^{\prime \prime}$.

An ordinary quadrant electrometer will measure differences of potential down to about Totore electrostatic units. Thus in spite of its somewhat high capacity of about 50 electrostatic units, it forms an extremely efficient instrument for the measurement or detection of small electric charges.

An improved form of the instrument has recently been introduced by Dolazalek, in which the electrostatic capacity is very small. This is capable of measuring potential differences down to 100 oro electrostatic units, and is correspondingly more sensitive for the measurement of charges.

## EXAMPLES.

1. If the algebraic sum of the charges on a system of conductors be positive, then on one at least the surface density is everywhere positive.
2. There are a number of insulated conductors in given fixed positions. The capacities of any two of them in their given positions are $C_{1}$ and $C_{2}$, and their mutual coefficient of induction is $B$. Prove that if these conductors be joined by a thin wire, the oapacity of the combined conductor is

$$
C_{1}+C_{2}+2 B
$$

3. A system of insulated conductors having bcen charged in any manner, oharges are transferred from one conductor to another till they are all brought to the same potential $\boldsymbol{V}$. Show that

$$
V=E /\left(s_{1}+2 s_{2}\right),
$$

where $\varepsilon_{1}, \varepsilon_{2}$ are the algebraic sums of the coefficients of capacity and induction respectively, and $E$ is the sum of the oharges.
4. Prove that the effect of the operation described in the last question is a decrease of the electrostatic energy equal to what would be the energy of the aystem if each of the original potentials were diminished by $\nabla$.
5. Two equal similar condensers, each consisting of two spherical shells, radii $a, b$, are insulated and placed at a great distance $r$ apart. Charges $a$, of are given to the inner shells. If the outer surfaces are now joined by a wire, shew that the lose of energy is approximately

$$
t\left(c-e^{\prime}\right)^{2}\left(\frac{1}{b}-\frac{1}{r}\right)
$$

6. A condenser is formed of two thin concentric spherical shells, radii $a, b$. A small hole exists in the outer sheet through which an insulated wire passes connecting the inner sheet with a third conductor of capacity $c$, at a great distance $r$ from the condenser. The outer sheet of the condenser is put to earth, and the charge on the two connected conductors is $E$. Prove that approximately the force on the third conductor is

$$
a c^{2} E^{2} /\left(\frac{a b}{a-b}+c\right)^{2}+2
$$

7. Two closed equipotentials $\nabla_{1}, \nabla_{0}$ are such that $\nabla_{1}$ contains $\nabla_{0}$, and $\nabla_{P}$ is the potential at any point $P$ between them. If now a charge $E$ be put at $P$, and both equipotentials be replaced by conducting shells and earth-connected, then the charges $E_{1}, E_{0}$ induced on the two surfaces are given by

$$
\frac{E_{1}}{V_{0}-V_{P}}=\frac{E_{0}}{V_{P}-V_{1}}=\frac{E}{V_{1}-V_{0}} .
$$

8. A conductor is charged from an electrophorus by repeated contacts with a plate, which aftor eaoh contact is recharged with a quantity $E$ of electricity from the electrophorus. Prove that if $\bullet$ is the charge of the conductor after the firat oparation, the ultimate charge in

$$
\frac{E e}{E-\theta} .
$$

9. Four equal uncharged insulated conductors are placed symmetrically at the corners of a regular tetrahedron, and are touched in turn by a moving spherical conductor at the points nearest to the centre of the tetrahedron, receiving charges $e_{1}, e_{2}, e_{3}, e_{4}$. Shew that the charges are in geometrical progression.
10. In question 9 replace " tetrahedron" by "square," and prove that

$$
\left(e_{1}-e_{2}\right)\left(e_{1} e_{3}-e_{2}^{2}\right)=e_{1}\left(e_{2} e_{3}-e_{1} e_{4}\right) .
$$

11. Shew that if the distance $x$ between two conductors is so great as compared with the linear dimensions of eitber, that the square of the ratio of these linear dimensions to $x$ may be neglected, then the coefficient of induction between them is $-C C^{\prime} / x$, where $C^{\prime}, C^{\prime \prime}$ are the capacities of the conductors when isolated.
12. Two insulated fixed condensers are at given potentials when alone in the electric field and chargod with quantities $E_{1}, E_{2}$ of electricity. Their coefficients of potential are $p_{11}, p_{12}, p_{22}$. But if they are surrounded by a spherical conductor of very large radius $R$ at potential zero with its centre near them, the two conductors require charges $E_{1}^{\prime}, E_{2}^{\prime}$ to produce the given potentials. Prove, neglecting $\frac{1}{R^{2}}$, that

$$
\frac{E_{1}^{\prime}-E_{1}}{E_{2}^{\prime}-E_{2}}=\frac{p_{22}-p_{12}}{p_{11}-p_{12}}
$$

13. Shew that the locus of the positions, in which a unit charge will induce a given charge on a given uninsulated conductor, is an equipotential surface of that conductor supposed freely electrified.
14. Prove (i) that if a conductor, insulated in free space and raised to unit potential, produces at any external point $P$ a potential denoted by $(P)$, then a unit charge placed at $P$ in the presence of this conductor uninsulated will induce on it a charge $-(P)$;
(ii) that if the potential at a point $Q$ duc to the induced charge be denoted by $(P Q)$, then $(P Q)$ is a symmetrical function of the positions of $P$ and $Q$.
15. Two small uninsulated spheres are placed near together betwcen two large parallel planes, one of which is charged, and the other connected to earth. Shew by figures the nature of the disturbance so produced in the uniform field, when the line of centres is (i) perpendicular, (ii) parallel to the planes
16. A hollow conductor $A$ is at zero potential, and contains in its cavity two other insulated conductors, $B$ and $C$, which are mutually external : $B$ has a positive charge, and $C$ is uncharged. Analyse the different types of lines of force within the cavity which are possible, classifying with respect to the conductor from which the line starts, and the conductor at which it ends, and proving the impossibility of the geometrically possible types which are rejected.

Hence prove that $B$ and $C$ are at positive potentials, the potential of $C$ being less than that of $B$.
17. A portion $P$ of a conductor, the capacity of which is $C$, can be separated from the conductor. The capacity of this portion, when at a long distance from other bodies, is $c$. The conductor is insulated, and the part $P$ when at a considerable distance from the remainder is charged with a quantity $e$ and allowed to move under the mutual attraction up to $1 t$; deacribe and explain the changes which take place in the electrical energy of the systcm.
18. A conductor having a charge $Q_{1}$ is surrounded by a second conductor with charge Q2. The inner is connected by a wire to a very distant uncharged conductor. It is then disconnected, and the outer conductor connected. Shew that the charges $Q_{1}^{\prime}, Q_{2}^{\prime}$, are now

$$
Q_{1}^{\prime}=\frac{m Q_{1}-n Q_{2}}{m+n+m n}, \quad Q_{2}^{\prime}=\frac{(m+n) Q_{2}+m n Q_{1}^{\prime}}{m+n},
$$

where $C, C(1+m)$ are the coefficients of capacity of the uear conductors, and $C n$ is the capacity of the distant one.
19. If one conductor contains all the others, and there are $n+1$ in all, shew that there are $n+1$ relations between either the coefficients of potential or the coefficients of induction, and if the potential of the largest be $V_{0}$, and that of the others $V_{1}, V_{2}, \ldots V_{n}$, then the most general expression for the energy is $\frac{1}{2} C V_{0}{ }^{2}$ increased by a quadratic function of $V_{1}-V_{0}, V_{2}-V_{0}, \ldots V_{n}-V_{0}$; where $C$ is a detinite constant for all positions of the inner conductors.
20. The inner sphere of a spherical condenser (radii $a, b$ ) has a constant charge $E$, and the outer conductor is at potential zero. Under the internal forces the outer conductor contracts from radius $b$ to radius $b_{1}$. Prove that the work done by the electric forces is

$$
\frac{1}{2} E^{2} \frac{b-b_{1}}{b_{1} b}
$$

21. If, in the last question, the inner conductor has a constant potential $V$, its charge being variable, shew that the work done is

$$
\frac{1}{2} \frac{V^{2} a^{2}\left(b-b_{1}\right)}{\left(b_{1}-a\right)(b-a)},
$$

and investigate the quantity of energy supplied by the battery.
22. With the usual notation, prove that

$$
\begin{aligned}
p_{11}+p_{23} & >p_{12}+p_{13} \\
p_{11} p_{23} & >p_{12} p_{13} .
\end{aligned}
$$

23. Shew that if $p_{r r}, p_{r e}, p_{s \prime}$ be three coefficients before the introduction of a new conductor, and $p_{r_{r}}, p_{r^{\prime}}, p_{s^{\prime}}$ the same coefficients afterwards, then

$$
\left(p_{r r} p_{a t}-p_{r r}^{\prime} p_{s^{\prime}}\right) \nleftarrow\left(p_{r a}-p_{r a}\right)^{\prime} .
$$

24. A system consists of $p+q+2$ conductors, $A_{1}, A_{2}, \ldots A_{p}, B_{1}, B_{2}, \ldots B_{q}, C, D$. Prove that when the charges on the $A$ 's and on $C$, and the potentials of the $B$ 's and of $C$ are known, there cannot be mure than one possible distribution in equilibrium, unless $C$ is electrically screened from $\boldsymbol{D}$.
25. $A, B, C, D$ are four conductors, of which $B$ surrounds $\boldsymbol{A}$ and $D$ surrounds $C$.

Given the coefficients of cupacity and induction
(i) of $A$ and $B$ when $C$ and $D$ are removed,
(ii) of $C$ and $D$ when $A$ and $B$ are removed,
(iii) of $B$ and $D$ when $A$ and $C$ are removed,
determine those for the complete system of four conductors.
26. Two equal and similar conductors $A$ and $B$ are charged and placed symmetrically with regard to each other; a third moveable conductor $C$ is carried so as to occupy
successively two positions, one practically wholly within 4 , the other within $B$, the ponitions being similar and such that the coefficients of potential of $C$ in oither position are $p, q, r$ in ascending order of magnitude. In each position $C$ is in turn conneoted with the conductor surrounding it, put to earth, and then insulated. Determine the charges on the conductors after any number of cycles of such oparations, and shew that they ultimataly lead to the ration

$$
1:-\beta: \beta^{2}-1
$$

where $\beta$ is the positive root of

$$
r x^{2}-q x+p-r=0 .
$$

27. Two conductors are of capacities $C_{1}$ and $C_{8}$, when each is alone in the field. They are both in the field at potentials $\nabla_{1}$ and $V_{2}$ respectively, at a great distance $r$ apart. Prove that the repulsion between the conductors is

$$
\frac{C_{1} C_{2}\left(r V_{1}-C_{2} V_{2}\right)\left(r V_{2}-C_{1} V_{1}\right)}{\left(r^{3}-C_{1}^{\prime} C_{2}\right)^{3}}
$$

As far as what power of $\frac{1}{r}$ is this result accurate?
28. Two equal and similar insulated conductors are placed symmetrically with regard to each other, one of them being uncharged. Another insulated conductor is made to touch them alternately in a symmetrical manner, beginning with the one which has a charge. If $e_{1}, e_{2}$ be their charges when it has touched each once, shew that their charges, when it has touched each $r$ times, are respectively

$$
\frac{e_{1}^{2}}{2 e_{1}-e_{2}}\left\{1+\left(\frac{e_{1}-e_{2}}{e_{1}}\right)^{2 r-1}\right\} \text { and } \frac{e_{1}^{2}}{2 e_{1}-e_{2}}\left\{1-\left(\frac{e_{1}-e_{2}}{e_{1}}\right)^{2 r}\right\}
$$

29. Three conductors $A_{1}, A_{2}$ and $A_{3}$ are such that $\Lambda_{8}$ is practically inside $\Lambda_{2}$. $\Lambda_{1}$ is alternately connected with $\Lambda_{2}$ and $\Lambda_{8}$ by means of a fine wire, the first contact being with $\Delta_{3}$. $A_{1}$ has a charge $E$ initially, $\Delta_{2}$ and $\Delta_{3}$ being uncharged. Prove that the oharge on $A_{1}$ after it has been connected $n$ times with $A_{2}$ is

$$
\frac{E \beta}{a+\beta}\left\{1+\frac{a(\gamma-\beta)}{\beta(a+\gamma)}\left(\frac{a+\beta}{a+\gamma}\right)^{n-1}\right\},
$$

where $a, \beta, \gamma$ stand for $p_{11}-p_{18}, p_{13}-p_{18}$ and $p_{13}-p_{18}$ respectively.
30. Two sphereg, radii $a, b$, have their centres at a distance 0 apart. Show that neglecting $(a / 0)^{0}$ and $(b / c)^{6}$,

$$
p_{11}=\frac{1}{a}-\frac{b^{3}}{d^{4}} ; \quad p_{12}=\frac{1}{c} ; \quad p_{12}=\frac{1}{b}-\frac{a^{3}}{d^{6}} .
$$

## CHAPTER V

## DIELECTRICS AND INDUCTIVE CAPACITY

125. Mention has already been made (§ 84) of the fact, discovered originally by Cavendish, and afterwards rediscovered by Faraday, that the capacity of a conductor depends on the nature of the dielectric substance between its plates.

Let us imagine that we have two parallel plate condensers, similar in all respects except that one has nothing but air between its plates while in the other this space is filled with a dielectric of inductive capacity $K$. Let us suppose that the two high-potential plates are connected by a wire, and also the two low-potential plates. Let the condensers be charged, the potential of the high-potential plates being $V_{1}$, and that of the low-potential plates being $V_{0}$.

Then it is found that the charges possessed by the two condensers are not equal. The capacity per unit area of the air-condenser is $1 / 4 \pi d$; that of the other condenser is found to be $K / 4 \pi d$. Hence the charges per unit area of the two condensers are respectively

$$
\frac{V_{1}-V_{0}}{4 \pi d} \text { and } K \frac{V_{1}-V_{0}}{4 \pi d} .
$$

The work done in taking unit charge from the low-potential plate to the high-potential plate is the same in either condenser, namely $\nabla_{1}-F_{0}$, so that the intensity between the plates in either condenser is the same, namely

$$
\frac{V_{1}-V_{0}}{d} .
$$
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In the air-condenser this intensity may be regarded as the resultant of the attraction of the negatively charged plate and the repulsion of the positively charged plate, the law of attraction or repulsion being Coulomb's law $\frac{0}{\rho^{2}}$.

It is, however, obvious that if we were to calculate the intensity in the second condenser from this law, then the value obtained would be $K$ times that in the first condenser, and would therefore be $K \frac{V_{1}-V_{0}}{d}$. In point of fact, the actual value of the intensity is known to be $\frac{V_{1}-V_{0}}{d}$.

Thus Faraday's discovery shews that Coulomb's law of force is not of universal validity: the law has only been proved experimentally for air, and it is now found not to be true for dielectrics of which the inductive capacity is different from unity.

This discovery has far-reaching effects on the development of the mathematical theory of electricity. In the present book, Coulomb's law was introduced in § 38, and formed the basis of all subsequent investigations. Thus every theorem which has been proved in the present book from § 38 onwards requires reconsideration.
126. We shall follow Faraday in treating the whole subject from the point of view of lines of force. The conceptions of potential, of intensity, and of lines of force are entirely independent of Coulomb's law, and in the present book have been discussed ( $\$(30-37$ ) before the law was introduced. The conception of a tube of force follows at once from that of a line of force, on imagining lines of force drawn through the different points on a small closed curve. Let us extend to dielectrics one form of the definition of the strength of a tube of force which has already been used for a tube in air, and agree that the strength of a tube is to be measured by the charge enclosed by its positive end, whether in air or dielectric.

In the dielectric condenser, the surface density on the positive plate is $K \frac{V_{1}-V_{0}}{4 \pi d}$, and this, by definition, is also the aggregate strength of the tubes per unit area of cross-section. The intensity in the dielectric is $\frac{V_{1}-V_{0}}{d}$, so that in the dielectric the intensity is no longer, as in air, equal to $4 \pi$ times the aggregate strength of tubes per unit area, but is equal to $4 \pi / K$ times this amount.

Thus if $P$ is the aggregate strength of the tubes per unit area of cross. section, the intensity $R$ is related to $P$ by the equation

$$
\begin{equation*}
R=\frac{4 \pi}{K} P \tag{59}
\end{equation*}
$$

in the dielectric, instead of by the equation

$$
\begin{equation*}
R=4 \pi P \tag{60}
\end{equation*}
$$

which was found to hold in air.
127. Equation (59) has been proved to be the appropriate generalisation of equation (60) only in a very special case. Faraday, however, believed the relation expressed by equation (59) to be universally true, and the results obtained on this supposition are found to be in complete agreement with experiment. Hence equation (59), or some equation of the same significance, is universally taken as the basis of the mathematical theory of dielectrics. We accordingly proceed by assuming the universal truth of equation (59), an assumption for which a justification will be found when we come to study the molecular constitution of dielectrics.

It is convenient to have a single word to express the aggregate strength of tubes per unit area of cross-section, the quantity which has been denoted by $P$. We shall speak of this quantity as the "polarisation," a term due to Faraday. Maxwell's explanation of the meaning of the term "polarisation" is that "an elementary portion of a body may be said to be polarised when it acquires equal and opposite properties on two opposite sides." Faraday explained the properties of dielectrics by means of his conception that the molecules of the dielectric were in a polarised state, and the quantity $P$ is found to measure the amount of the polarisation at any point in the dielectric. We shall come to this physical interpretation of the quantity $P$ at a later stage: for the present we simply use the term "polarisation" as a name for the mathematical quantity $P$.

This same quantity is called the "displacement" by Maxwell, and underlying the use of this term also, there is a physical interpretation which we shall come upon later.
128. We now have as the basis of our mathematical theory the following:

Definition. The strength of a tube of force is defined to be the charge enclosed by the positive end of the tube.

Definition. The polarisation at any point is defined to be the aggregate strength of tubes of force per unit area of cross-section.

Experimental Law. The intensity at any point is $4 \pi / K$ times the polarisation, where $K$ is the inductive capacity of the dielectric at the point.

In this last relation, we measure the intensity along a line of force, while the polarisation is measured by considering the flux of tubes of force across a small area perpendicular to the lines of force. Suppose, however, that we take some direction $O 0^{\prime}$ making an angle $\theta$ with that of the lines of force. The aggregate strength of the tubes of force which cross an area $d S$ perpendicular to $00^{\prime}$ will be $P \cos \theta d S$, for these tubes are exactly those which cross an area $d S \cos \theta$ perpendicular to the lines of force. Thus, consisteutly with the definition of polarisation, we may say that the polarisation in the direction $O 0^{\prime}$ is equal to $P \cos \theta$. Since the polarisation in
any direction is equal to $P$ multiplied by the cosine of the angle between this direction and that of the lines of force, it is clear that the polarisation may be regarded as a vector, of which the direction is that of the lines of force, and of which the magnitude is $P$.

The polarisation having been seen to be a vector, we may speak of its components $f, g, h$. Clearly $f$ is the number of tubes per unit area which cross a plane perpendicular to the axis of $x$, and so on.

The result just obtained may be expressed analytically by the equations

$$
f=\frac{K}{4 \pi} X, \quad g=\frac{K}{4 \pi} Y, \quad h=\frac{K}{4 \pi} Z .
$$

129. The polarisation $P$ being measured by the aggregate strength of tubes per unit area of cross-section, it follows that if $\omega$ is the cross-section at any point of a tube of strength $\epsilon$, we have $\epsilon=\omega P$. Now we have defined the strength of a tube of force as being equal to the charge at its positive end, so that by definition the strength $e$ of a tube does not vary from point to point of the tube. Thus the product $\omega P$ is constant along a tube, or $\omega K R$ is constant along a tube, replacing the result that $\omega R$ is constant in air (§56).

The value of the product $\omega P$ at any point $O$ of a tube, being equal to $\frac{\omega K R}{4 \pi}$, depends only on the physical conditions prevailing at the point 0 . It is, however, known to be equal to the charge at the positive end of the tube. Hence it must also, from symmetry, be equal to minus the charge at the negative end of the tube. Thus the charges at the two ends of a tube, whether in the same or in different dielectrics, will be equal and opposite, and the numerical value of either is the strength of the tube.

## Gauss' Theorem.

130. Let $S$ be any closed surface, and let $e$ be the angle between the direction of the outward normal to any element of surface $d S$ and the direction of the lines of force at the element. The aggregate strength of the tubes of force which cross the element of area $d S$ is $P \cos e d S$, and the integral

$$
\iint P \cos \epsilon d S
$$

which may be called the surface integral of normal polarisation, will measure the aggregate strength of all the tubes which cross the surface $S$, the strength of a tube being estimated as positive when it crosses the surface from inside to outside, and as negative when it crosses in the reverse direction.

A tube which enters the surface from outside, and which, after crossing
the space enclosed by the surface, leaves it again, will add no contribution to $\iint P \operatorname{cosedS}$, its strength being counted negatively where it enters the surface, and positively where it emerges. A tube which starts from or ends on a charge $e$ inside the surface $S$ will, however, supply a contribution to $\iint P \cos e d S$ on crossing the surface. If $e$ is positive, the strength of the tube is $e$; and, as it crosses from inside to outside, it is counted positively, and the contribution to the integral is $e$. Again, if $e$ is negative, the strength of the tube is $-\theta$, and this is counted negatively, so that the contribution is again $e$.

Thus on summing for all tubes,

$$
\iint P \cos \epsilon d S=E
$$

where $E$ is the total charge inside the surface. The left-hand member is simply the algebraical sum of the strengths of the tubes which begin or end inside the surface; the right-hand member is the algebraical sum of the charges on which these tubes begin or end. Putting

$$
P=\frac{K}{4 \pi} R
$$

the equation becomes

$$
\iint K R \cos \epsilon d S=4 \pi E .
$$

The quantity $R \cos \epsilon$ is, however, the component of intensity along the outward normal, the quantity which has been previously denoted by $N$, so that we arrive at the equation

$$
\begin{equation*}
\iint K N d S=4 \pi E \tag{61}
\end{equation*}
$$

When the dielectric was air, Gauss' theorem was obtained in the form

$$
\iint N d S=4 \pi E
$$

Equation (61) is therefore the generalised form of Gauss' Theorem which must be used when the inductive capacity is different from unity. Since $N=-\frac{\partial V}{\partial n}$, the equation may be written in the form

$$
\iint K \frac{\partial V}{\partial n} d S=-4 \pi E
$$

131. The form of this equation shews at once that a great many results which have been shewn to be true for air are true also for dielectrics other than air.

It is obvious, for instance, that $V$ cannot be a maximum or a minimum at a point in a dielectric which is not occupied by an electric charge: as
a consequence all lines of force must begin and end on charged bodies, a result which was tacitly assumed in defining the strength of a tube of force.

A number of theorems were obtained in the discussion of the electrostatic field in air, by taking a Gauss' Surface, partly in air and partly in a conductor. Gauss' Theorem was used in the form

$$
\iint N d S=4 \pi E
$$

but we now see that if the inductive capacity of the conductor were not equal to unity, this equation ought to be replaced by equation (61). It is, however, clear that the difference cannot affect the final result; $N$ is zero inside a conductor, so that it does not matter whether $N$ is multiplied by $K$ or not.

Thus results obtained for systems of conductors in air upon the assumption that Coulomb's law of force holds throughout the field are seen to be true whether the inductive capacity inside the conductors is equal to unity or not.

## The Equations of Poisson and Laplace.

132. In § 49, we applied Gauss' theorem to a surface which was formed by a small rectangular parallelepiped, of edges $d x, d y, d z$, parallel to the axes of coordinates. If we apply the theorem expressed by equation (61) to the same element of volume, we obtain

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(K \frac{\partial V}{\partial x}\right)+\frac{\partial}{\partial y}\left(K \frac{\partial V}{\partial y}\right)+\frac{\partial}{\partial z}\left(K \frac{\partial V}{\partial z}\right)=-4 \pi \rho \tag{62}
\end{equation*}
$$

where $\rho$ is the volume density of electrification. This, then, is the generalised form of Poisson's equation: the generalised form of Laplace's equation is obtained at once on putting $\rho=0$.

In terms of the components of polarisation, equation (62) may be written

$$
\begin{equation*}
\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}+\frac{\partial h}{\partial z}=\rho \tag{63}
\end{equation*}
$$

while if the dielectric is uncharged,

$$
\begin{equation*}
\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}+\frac{\partial h}{\partial z}=0 \tag{64}
\end{equation*}
$$

Electric Charges in an infinite homogeneous Dielectric.
133. Consider a charge $e$ placed by itself in an infinite dielectric. If the dielectric is homogeneous, it follows from considerations of symmetry that the lines of force must be radial, as they would be in air. By application
of equation (61) to a sphere of radius $r$, having the point charge as centre, it is found that the intensity at a distance $r$ from the charge is

$$
\frac{e}{K r^{2}} .
$$

The force between two point charges $e, e^{\prime}$, at distance $r$ apart in a homogeneous unbounded dielectric is therefore

$$
\begin{equation*}
\frac{e e^{\prime}}{K r^{2}} \tag{65}
\end{equation*}
$$

and the potential of any number of charges, obtained by integration of this expression, is

$$
\begin{equation*}
V=\frac{1}{K} \Sigma \frac{\theta}{r} \tag{66}
\end{equation*}
$$

## Coulomb's Equation.

134. The strength of a tube being measured by the charge at its end, it follows that at a point just outside a conductor, $P$, the aggregate strength of the tubes per unit of cross-section, becomes numerically equal to $\sigma$, the surface density. We have also the general relation

$$
R=\frac{4 \pi}{K} P,
$$

and on replacing $P$ by $\sigma$, we arrive at the generalised form of Coulomb's equation,

$$
\begin{equation*}
R=\frac{4 \pi \sigma}{K^{K}} \tag{67}
\end{equation*}
$$

in which $K$ is the inductive capacity at the point under consideration.
Conditions to be satisfied at the Boundary of a Dielectric.
135. Let us examine the conditions which will obtain at a boundary at which the inductive capacity changes abruptly from $K_{1}$ to $K_{2}$.

The potential must be continuous in crossing the boundary, for if $P, Q$, are two infinitely near points on opposite sides of the boundary, the work done in bringing a small charge to $P$ must be the same as that done in bringing it to $Q$. As a consequence of the potential being continuous, it follows that the tangential components of the intensity must also be continuous. For if $P, Q$ are two very near points on different sides of the boundary, and $P^{\prime}, Q^{\prime}$ a similar pair of points at a small distance away, we have $V_{P}=V_{Q}$, and $\nabla_{P}^{\prime}=V_{q}^{\prime}$, so that

$$
\frac{V_{P}-V_{P}^{\prime}}{P P^{\prime}}=\frac{V_{Q}-V_{Q}^{\prime}}{Q Q^{\prime}} .
$$

The expressions on the two sides of this equation are, however, the two intensities in the direction $P P^{\prime}$, on the two sides of the boundary, which establishes the result.

Also, if there is no charge on the boundary, the aggregate strength of the tubes which meet the boundary in any small area on this boundary is the same whether estimated in the one dielectric or the other, for the tubes do not alter their strength in crossing the boundary, and none can begin or end in the boundary. Thus the normal component of the polarisation is continuous.
136. If $R_{1}$ is the intensity in the first medium of inductive capacity $K_{1}$, measured at a point close to the boundary, and if $e_{1}$ is the angle which the lines of force make with the normal to the boundary at this point, then the normal polarisation in the first medium is

$$
\frac{K_{1}}{4 \pi} R_{1} \cos e_{2}
$$

Similarly, that in the second medium is

$$
\begin{gather*}
\frac{K_{2}}{4 \pi} R_{2} \cos \epsilon_{2}, \\
K_{1} R_{1} \cos \epsilon_{1}=K_{2} R_{2} \cos \epsilon_{2} \tag{68}
\end{gather*}
$$

so that
Since, in the notation already used,

$$
R_{1} \cos \epsilon_{1}=N_{2}=-\frac{\partial V_{1}}{\partial n},
$$

the equation just obtained may be put in either of the forms

$$
\begin{gather*}
K_{1} N_{1}=K_{2} N_{2} . .  \tag{69}\\
K_{1} \frac{\partial V_{1}}{\partial n}=K_{2} \frac{\partial V_{2}}{\partial n} . \tag{70}
\end{gather*}
$$

In these equations, it is a matter of indifference whether the normal is drawn from the first medium to the second or in the reverse direction; it is only necessary that the same normal should be taken on both sides of the equation. Relation (70) is obtained at once on applying the generalised form of Gauss' theorem to a small cylinder having parallel ends at infinitesimal distance apart, one in each medium.
137. To sum up, we have found that in passing from one dielectric to another, the surface of separation being uncharged:
(i) the tangential components of intensity have the same values on the two sides of the boundary,
(ii) the normal components of polarisation have the same values.

Or, in terms of the potential,
(i) $V$ is continuous,
(ii) $K \frac{\partial V}{\partial n}$ is continuous.

Refraction of the lines of force.
138. From the continuity of the tangential components of intensity, it follows:
(i) that the directions of $R_{1}$ and $R_{2}$, the intensities on the two sides of the boundary, must lie in a plane containing the normal, and
(ii) that $R_{1} \sin \epsilon_{1}=R_{2} \sin \epsilon_{9}$.

Combining the last relation with equation (68), we obtain

$$
\begin{equation*}
K_{1} \cot \epsilon_{1}=K_{2} \cot e_{2} \tag{71}
\end{equation*}
$$

From this relation, it appears that if $K_{1}$ is greater than $K_{2}$, then $e_{1}$ is greater than $\epsilon_{2}$, and vice versa. Thus in passing from a smaller value of $K$ to a greater value of $K$, the lines are bent away from the normal. In illustration of this, fig. 43 shews the arrangement of lines of force when a point charge is placed in front of an infinite slab of dielectric ( $K=7$ ).
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A small charged particle placed at any point of this field will experience a force of which the direction is along the tangent to the line of force through the point. The force is produced by the point charge, but its direction will not in general pass through the point charge. Thus we conclude that in a field in which the inductive capacity is not uniform the force between two point charges does not in general act along the line joining them.
139. As an example of the action of a dielectric let us imagine a parallel plate condenser in which a slab of dielectric of thickness $t$ is placed between the plates, its two faces being parallel to the plates and at distances $a, b$ from them, so that $a+b+t=d$, where $d$ is the distance between the plates.

It is obvious from symmetry that the lines of force are straight throughout their path, equation (71) being satisfied by $\epsilon_{1}=\epsilon_{2}=0$.

Let $\sigma$ be the charge per unit area, so that the polarisation is equal to $\sigma$ everywhere. The intensity, by equation (67), is
and

$$
\begin{aligned}
& R=4 \pi \sigma \text { in air, } \\
& R=\frac{4 \pi}{K} \sigma \text { in dielectric. }
\end{aligned}
$$
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Hence the difference of potential between the plates, or the work done in taking unit charge from one plate to the other in opposition to the electric intensity,

$$
\begin{aligned}
& =4 \pi \sigma \cdot a+\frac{4 \pi}{K} \sigma \cdot t+4 \pi \sigma \cdot b \\
& =4 \pi \sigma\left\{d-\left(1-\frac{1}{K}\right) t\right\},
\end{aligned}
$$

and the capacity per unit area is

$$
\frac{1}{4 \pi\left\{d-\left(1-\frac{1}{K}\right) t\right\}}
$$

Thus the introduction of the slab of dielectric has the same effect as moving the plates a distance $\left(1-\frac{1}{K}\right) t$ nearer together.

Suppose now that the slab is partly outside the condenser and partly between the plates. Of the total area $A$ of the condenser, let an area $B$ be occupied by the slab of dielectric, an area $A-B$ having only air between the plates.

The lines of force will be straight, except for those which pass near to the edge of the dielectric slab. Neglecting a small correction required by the curvature of these lines, the capacity $C$ of the condenser is given by

$$
\begin{aligned}
C & =\frac{B}{4 \pi\left\{d-\left(1-\frac{1}{K}\right) t\right\}}+\frac{A-B}{4 \pi d} \\
& =\frac{A}{4 \pi d}+\frac{B\left(1-\frac{1}{K}\right) t}{4 \pi d\left\{d-\left(1-\frac{1}{K}\right) t\right\}}
\end{aligned}
$$

a quantity which increases as $B$ increases. If $V$ is the potential difference and $E$ the charge, the electrical energy

$$
=\frac{1}{2} C V^{2}=\frac{1}{2} \frac{E^{2}}{C} .
$$

If we keep the charge constant, the electrical energy increases as the slab is withdrawn. There must therefore be a mechanical force tending to resist withdrawal: the slab of dielectric will be sucked in between the plates of the condenser. This, as will be seen later, is a particular case of a general theorem that any piece of dielectric is acted on by forces which tend to drag it from the weaker to the stronger parts of an electric field of force.

## Charge on the Surface of a Dielectric.

140. Let $d S$ be any small area of a surface which separates two media of inductive capacities $K_{1}, K_{2}$, and let this bounding surface have a charge of electricity, the surface density over $d S$ being $\sigma$. If we apply Gauss' Theorem to a small cylinder circumscribing $d S$ we obtain

$$
\begin{equation*}
K_{1} \frac{\partial V_{1}}{\partial \nu_{1}}+K_{2} \frac{\partial V_{2}}{\partial \nu_{2}}=-4 \pi \sigma . \tag{72}
\end{equation*}
$$

$\qquad$
where $\frac{\partial}{\partial \nu}$ in either medium denotes differentiation with respect to the normal drawn away from $d S$ into the dielectric.
141. As we have seen, the surface of a dielectric may be charged by friction. A more interesting way is by utilising the conducting powers of a flame.
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Let us place a charge $e$ in front of a slab of dielectric as in fig. 43. A flame issuing from a metal lamp held in the hand may be regarded as a conductor at potential zero. On allowing the flame to play over the surface of the dielectric, this surface is reduced to potential zero, and the distribution of the lines of force is now exactly the same as if the face of the dielectric were replaced by a conducting plane at potential zero. The
lines of force from the point charge terminate on this plane, so that there must be a total charge - $e$ spread over it. If the plane were actually a conductor this would be simply an induced charge. If, however, the plane is the boundary of a dielectric, the charge differs from an induced charge on a conductor in that it cannot disappear if the original charge $e$ is removed. For this reason, Faraday described it as a "bound" charge. The charge has of course come to the dielectric through the conducting flame.

## Molecular Action in a Dielectric.

142. From the observed influence of the structure of a dielectric upon the electric phenomena occurring in a field in which it was placed, Faraday was led to suppose that the particles of the dielectric themselves took part in this electric action. After describing his researches on the electric action-"induction" to use his own term-in a space occupied by dielectric he says*:
"Thus induction appears to be essentially an action of contiguous particles, through the intermediation of which the electric force, originating or appearing at a certain place, is propagated to or sustained at a distance...."
"Induction appears to consist in a certain polarised state of the particles, into which they are thrown by the electrified body sustaining the action, the particles assuming positive and negative points or parts...."
"With respect to the term polarity..., I mean at present...a disposition of force by which the same molecule acquires opposite powers on different parts."

And again, later $\dagger$,
"I do not consider the powers when developed by the polarisation as limited to two distinct points or spots on the surface of each particle to be considered as the poles of an axis, but as resident on large portions of that surface, as they are upon the surface of a conductor of sensible size when it is thrown into a polar state."
"In such solid bodies as glass, lac, sulphur, etc., the particles appear to be able to become polarised in all directions, for a mass when experimented upon so as to ascertain its inductive capacity in three or more directions, gives no indication of a difference. Now, as the particles are fixed in the mass, and as the direction of the induction through them must change with its charge relative to the mass, the constant effect indicates that they can be polarised electrically in any direction."

[^0]" The particles of an insulating dielectric whilst under induction may be compared...to a series of small insulated conductors. If the space round a charged globe were filled with a mixture of an insulating dielectric and small globular conductors, the latter being at a little distance from each other, so as to be insulated, then these would in their condition and action exactly resemble what I consider to be the condition and action of the particles of the insulating dielectric itself. If the globe were charged, these little conductors would all be polar; if the globe were discharged, they would all return to their normal state, to be polarised again upon the recharging of the globe...."

As regards the question of what actually the particles are which undergo this polarisation, Faraday says* ${ }^{*}$ :
"An important inquiry regarding the electric polarity of the particles of an insulating dielectric, is, whether it be the molecules of the particular substance acted on, or the component or ultimate particles, which thus act the part of insulated conducting polarising portions."
"The conclusion I have arrived at is, that it is the molecules of the substance which polarise as wholes; and that however complicated the composition of a body may be, all those particles or atoms which are held together by chemical affinity to form one molecule of the resulting body act as one conducting mass or particle when inductive phenomena and polarisation are produced in the substance of which it is a part."
143. A mathematical discussion of the action of a dielectric constructed as imagined by Faraday, has been given by Mossotti, who utilised a mathematical method which had been developed by Poisson for the examination of a similar question in magnetism. For this discussion the molecules are represented provisionally as conductors of electricity.

To obtain a first idea of the effect of an electric field on a dielectric of the kind pictured by Faraday, let us consider a parallel plate condenser,
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having a number of insulated uncharged conducting molecules in the space between the plates. Imagine a tube of strength $\epsilon$ meeting a molecule. At the point where this occurs, the tube terminates by meeting a conductor, so that there must be a charge $-\epsilon$ on the surface of the molecule. Since the total charge on the molecule is nil there must be a corresponding charge on the opposite surface, and this charge may be regarded as a point of restarting of the tube. The tube then may be supposed to be continually stopped and restarted by molecules as it crosses from one plate of the condenser to the other. At each encounter with a molecule there are induced charges $-\epsilon,+\epsilon$ on the surface of the molecule. Any such pair of charges, being at only a small distance apart, may be regarded as forming a small doublet, of the kind of which the field of force was investigated in § 64.

144. We have now replaced the dielectric by a series of conductors, the medium between which may be supposed to be air or ether. In the space between these conductors the law of force will be that of the inverse square. In calculating the intensity at any point from this law we have to reckon the forees from the doublets as well as the forces from the original charges on the condenser-plates. A glance at fig. 46 will shew that the forces from the doublets act in opposition to the original forces. Thus for given charges on the condenser-plates the intensity at any point between the plates is lessened by the presence of conducting molecules.

This general result can be seen at once from the theorem of § 121. The introduction of new conductors (the molecules) lessens the energy corresponding to given charges on the plates, i.e. increases the capacity of the condenser, and so lessens the intensity between the plates.
145. In calculating that part of the intensity which arises from the doublets, it will be convenient to divide the dielectric into concentric spherical shells having as centre the point at which the intensity is required. The volume of the shell of radii $r$ and $r+d r$ is $4 \pi r^{2} d r$, so that the number of doublets included in it will contain $r^{2} d r$ as a factor. The potential produced by any doublet at a point distant $r$ from it is $\frac{\mu \cos \theta}{r^{2}}$, so that the intensity will contain a factor $\frac{1}{r^{2}}$. Thus the intensity arising from all the doublets in the shell of radii $r, r+d r$ will depend on $r$ through the factor $\frac{1}{r^{s}} \cdot r^{4} d r$ or $\frac{d r}{r}$

The importance of the different shells is accordingly the same, as regards comparative orders of magnitude, as that of the corresponding contributions to the integral $\int \frac{d r}{r}$. The value of this integral is $\log r+a$ constant, and this
is infinite when $r=0$ and when $r=\infty$. Thus the important contributions come from very small and very large values of $r$. It can however be seen that the contributions from large values of $r$ neutralise one another, for the term $\cos \theta$ in the potentials of the different doublets will be just as often positive as negative.

Hence it is necessary only to consider the contributions from shells for which $r$ is very small, so that the whole field at any point may be regarded as arising entirely from the doublets in the immediate neighbourhood of the point. The force will obviously vary as we move in and out amongst the molecules, depending largely on the nearness and position of the nearest molecules. If, however, we average this force throughout a small volume, we shall obtain an average intensity of the field produced by the doublets, and this will depend only on the strength and number of the doublets in and near to this element of volume. Obviously this average intensity near any point will be exactly proportional to the average strength of the doublets near the point, and this again will be exactly proportional to the strength of the inducing field by which the doublets are produced, so that at any point we may say that the average field of the doublets stands to the total field in a ratio which depends only on the structure of the medium at the point.
146. Now suppose that our measurements are not sufficiently refined to enable us to take account of the rapid changes of intensity of the electric field which must occur within small distances of molecular order of magnitude. Let us suppose, as we legitimately may, that the forces which we measure are forces averaged through a distance which contains a great number of molecules. Then the force which we measure will consist of the sum of the average force produced by the doublets, and of the force produced by the external field. The field which we observe may accordingly be regarded as the superposition of two fields, or what amounts to the same thing, the observed intensity $R$ may be regarded as the resultant of two intensities $R_{1}, R_{2}$, where
$R_{1}$ is the average intensity arising from the neighbouring doublets,
$R_{2}$ is the intensity due to the charges outside the dielectric, and to the distant doublets in the dielectric.

These forces, as we have seen, must be proportional to one another, so that each must be proportional to the polarisation $P$. It follows that $P$ is proportional to $R$, the ratio depending only on the structure of the medium at the point. If we take the relation to be

$$
\begin{equation*}
R=\frac{4 \pi}{K} P . \tag{73}
\end{equation*}
$$

then $K$ is the inductive capacity at the point, and the relation between $R$ and $P$ is exactly the relation upon which our whole theory has been based.
147. The theory could accordingly be based on Mossotti's theory, instead of on Faraday's assumption, and from the hypothesis of molecular polarisation we should be able to deduce all the results of the theory, by first deducing equation (73) from Mossotti's hypothesis, and then the required results from equation (73) in the way in which they have been deduced in the present chapter.

Thus the influence of the conducting molecules produces physically the same result as if the properties of the medium were altered in the way suggested by Faraday, and mathematically the properties of the medium are in either case represented by the presence of the factor $K$ in equation (73).

## Relation between Indurtive Capacity and Structure of Medium.

148. The electrostatic unit of force was defined in such a way that the inductive capacity of air was taken as unity. It is now obvious that it would have been more scientific to take empty space as standard medium, so that the inductive capacity of every medium would have been greater than unity. Unfortunately, the practice of referring all inductive capacities to air as standard has become too firmly established for this to be possible. The difference between the two standards is very slight, the inductive capacity of normal air in terms of empty space being 100059. Thus the inductive capacity of a vacuum may be taken to be $999+1$ referred to air.

So long as the molecules are at distances apart which are great compared with their linear dimensions, we may neglect the interaction of the charges induced on the different molecules, and treat their effects as additive. It follows that in a gas $K-K_{0}$, where $K_{0}$ is the inductive capacity of free ether, ought to be proportional to the density of the gas. This law is found to be in exact agreement with experiment*.
149. It is, however, possible to go further and calculate the actual value of the ratio of $K-K_{0}$ to the density. We have seen that this will be a constant for a given substance, so that we shall determine its value in the simplest case: we shall consider a thin slab of the dielectric placed in a parallel plate condenser, as described in § 139. Let this slab be of thickness $\epsilon$, and let it coincide with the plane of $y z$. Let the dielectric contain $n$ molecules per unit volume.

The element $d y d z$ will contain $n \epsilon d y d z$ molecules. If each of these is a doublet of strength $\mu$, the element $d y d z$ will have a tield which will be equivalent at all distant points to that of a single doublet of strength $n \mu \epsilon d y d z$. This is exactly the field which would be produced if the two faces of the slab were charged with electricity of surface density $\pm n \mu$.

[^1]We can accordingly at once find the field produced by these doublets-it is the same as that of a parallel plate condenser, in which the plates are at distance $\epsilon$ apart and are charged to surface density $\pm n \mu$. There is no intensity except between the plates, and here the intensity of the field is $4 \pi n \mu$.

Thus if $R$ is the total intensity outside the slab, that inside will be $R-4 \pi n \mu$. If $K$ is the inductive capacity of the material of the slab, and $K_{0}$ that of the free ether outside the slab, we have
so that

$$
\begin{gather*}
K_{0} R=K(R-4 \pi n \mu), \\
\frac{K-K_{0}}{\bar{K}}=\frac{4 \pi n \mu}{R} \cdots \tag{74}
\end{gather*}
$$

It remains to determine the ratio $\mu / R$. The potential of a doublet is $\frac{\mu x}{r^{s}}$ while that of the field $R$ may be taken to be $-R x+C$. Thus the total potential of a single doublet and the external field is

$$
\frac{\mu x}{r^{3}}-R x+C,
$$

and this makes the surface $r=a$ an equipotential if $\frac{\mu}{a^{3}}=R$. Thus the surfaces of the molecules will be equipotentials if we imagine the molecules to be spheres of radius $a$, and the centres of the doublets to coincide with the centres of the spheres, the strength of each doublet being Ra?

Putting $\mu=R a^{3}$, equation (74) becomes*

$$
\frac{K-K_{0}}{K}=4 \pi n a^{3}
$$

Now in unit volume of dielectric, the space occupied by the $n$ molecules is $\frac{4 \pi}{3} n a^{3}$. Calling this quantity $\theta$, we have $\frac{K-K_{0}}{h^{-}}=3 \theta$, or, since our calculations only hold on the hypothesis that $\theta$ is small,

$$
\begin{equation*}
\frac{K}{h_{0}^{\prime}}=1+3 \theta \tag{75}
\end{equation*}
$$

If the lines of force went straight across from one plate of the condenser

[^2]$$
\frac{K-K_{0}}{K}=4 \pi n a^{8}
$$
agrees bettor with experiment than the formula of Olausius.
to the other, the proportion of the length of each which would be inside a conductor would, on the average, be $\theta$. Since there is no fall of a potential inside a conductor, the total fall of potential from one plate to the other would be only $1-\theta$ times what it would be if the molecules were absent, and the ratio $K / K_{0}$ would be $1 /(1-\theta)$ or, if $\theta$ is small, $1+\theta$. Since, however, the lines of force tend to run through conductors wherever possible, there is more shortening of lines of force than is shewn by this simple calculation. Equation (75) shews that when the molecules are spherical the effect is three times that given by this simple calculation. For other shapes of molecules the multiplying factor might of course be different.

Equation (75) gives at once a method of determining $\theta$ for substances for which $\theta$ is small, namely gases, but, owing to the unwarranted assumption that the molecules are spherical, the results will be true as regards order of magnitude only. If the dielectric is a gas at atmospheric pressure, the value of $n$ is known, being about $2.685 \times 10^{19}$, and this enables us to calculate the value of $a$.
150. The following table gives series of values of $\frac{K}{K_{0}}$ for gases at atmospheric pressure:

| Gas |  | $\frac{K}{K_{0}^{\prime}} \text { observed }$ | Authority* | a calculated <br> (Mlossotu's Theory) | a calculated (Theory of Gases) $\dagger$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Helium | He | $1 \cdot 000074$ | 4 | . $598 \times 10^{-8}$ | $1.09 \times 10^{-8}$ |
| Hydrogen ... | $\mathrm{H}_{2}$ | 1.000264 | 1 | $919 \times 10^{-8}$ | $1.36 \times 10^{-8}$ |
| Oxjgen ... | $\mathrm{O}_{2}$ | 1.000543 | 3 | $1.17 \times 10^{-8}$ | $1.81 \times 10^{-8}$ |
| Argon ... ... | Ar | 1.000566 | 3 | $1.18 \times 10^{-8}$ | $1.83 \times 10^{-8}$ |
| Air ... | - | $1 \cdot 000586$ | 2 | $1.19 \times 10^{-8}$ | $1.87 \times 10^{-8}$ |
| Nitrogen ... | $\mathrm{N}_{2}$ | 1.000594 | 3 | $1.20 \times 10^{-8}$ | $1.89 \times 10^{-8}$ |
| Carbon Monoxide | C0 | 1.000695 | 2 | $1.27 \times 10^{-8}$ | $1.89 \times 10^{-8}$ |
| Carbon Dioxide | $\mathrm{CO}_{2}$ | 1.000985 | 2 | $1.42 \times 10^{-8}$ | $2.33 \times 10^{-8}$ |
| Nitrous Oxide ... | $\mathrm{N}_{2} \mathrm{O}$ | 1.00099 | 2 | $1.43 \times 10^{-8}$ | $2.33 \times 10^{-8}$ |
| Ethylene ... | $\mathrm{C}_{2} \mathrm{H}_{4}$ | 1.00146 | 2 | $1.63 \times 10^{-8}$ | $2.77 \times 10^{-8}$ |

[^3]The last two columns give respectively the values of $a$ calculated from equation (75), and the value of $a$ given by the Theory of Gases. The two sets of values do not agree exactly-this could not be expected when we remember the magnitude of the errors introduced in treating the molecules as spherical. But what agreement there is supplies very significant evidence as to the truth of the theory of molecular polarisation.
151. It still remains to explain what physical property of the molecule justifies us in treating its surface as a perfect conductor. It has already been explained that all matter contains a number of negatively charged particles or electrons. These form the outer layers of the atoms and molecules and it is by their motion that the conduction of electricity is effected. In a dielectric there is no conduction, so that each electron must remain permanently associated with the same molecule. There is, however, plenty of evidence that the electrons are not rigidly fixed to the molecules but are free to move within certain limits. The molecule may be regarded as consisting partially or wholly of a cluster of electrons, normally at rest in positions of equilibrium under the various attractions and repulsions present, but capable of vibrating about these positions. Under the influence of an external field of force, the electrons will move slightly from their equilibrium positions-we may imagine that a kind of tidal motion of electrons takes place in the molecule. Obviously, by the time that equilibrium is attained, the outer surface of the molecule must be an equipotential. This, however, is exactly what is required for Mossotti's hypothesis. We may accordingly abandon the conception of conducting spheres, which was only required to make the surface of the molecule an equipotential, and may, without impairing the power of Mossotti's explanation, replace these conducting spheres by shells of electrons. If in some way we can further replace these shells by rings of electrons in rapid orbital motion, the modified hypothesis will be in very close agreement with modern beliefs as to the structure of matter.

On this view, the quantity $a$ tabulated in the sixth column of the table on p. 132, will measure the radius of the outermost shell of electrons. Even outside this outermost shell, however, there will be an appreciable field of force, so that when two molecules of a gas collide there will in general be a considerable distance between their outermost layers of electrons. Thus if the collisions of molecules in a gas are to be regarded as the collisions of elastic spheres, the radius of these spheres must be supposed to be considerably greater than $a$. Now it is the radius of these imaginary elastic spheres which we calculate in the Kinetic Theory of Gases: there is therefore no difficulty in understanding the differences between the two sets of values for $a$ given in the table of p. 132.

It is known that molecules are not in general spherical in shape, but, as we shall see below, there is no difficulty in extending Mossotti's theory to cover the case of non-spherical molecules.

## Anisotropic Media.

152. There are some dielectrics, generally of crystalline structure, in which Faraday's relation between polarisation and intensity is found not to be true. The polarisation in such dielectrics is not, in general, in the same direction as the intensity, and the angle between the polarisation and intensity and also the ratio of these quantities are found to depend on the direction of the field relatively to the axes of the crystal. We shall find that the conception of molecular action accounts for these peculiarities of crystalline dielectrics.

Let us consider an extreme case in which the spherical molecules of fig. 46 are replaced by a number of very elongated or needle-shaped bodies. The lines of force will have their effective lengths shortened by an amount which depends on whether much or little of them falls within the material of the needle-shaped molecules, and, as in § 149, there will be an equation of the form

$$
\frac{K}{K_{0}}=1+s \theta,
$$

where $\theta$ is the aggregate volume of the number of molecules which occur in a unit volume of the gas, and $s$ is a numerical multiplier. But it is at once clear that the value of $s$ will depend not only on the shape but also on the orientation of the molecules. Clearly the value of $s$ will be greatest when the needles are placed so that their greatest length lies in the direction of
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the lines of force, as in fig. $46 a$, and will be least when the needles lie at right angles to this position, as in fig. 46 b . Or to put the matter in another way, a piece of dielectric in which the molecules are needle-shaped and parallel will exhibit different values of $K$ according as the field of force is parallel or at right angles to the lengths of the needles.

This extreme case illustrates the fundamental property of crystalline dielectrics, but it ought to be understood that in actual substances the values of $K$ do not differ so much for different directions as this extreme case might be supposed to suggest. For instance for quartz, one of the substances in which the difference is most marked, Curie finds the extreme values of $\boldsymbol{K}$ to be $4: 55$ and 4.49 .

Before attempting to construct a mathematical theory of the behaviour of a crystalline dielectric we may examine the case of a dielectric having needle-shaped molecules placed parallel to one another, but so as to make any angle $\theta$ with the direction of the lines of force, as in fig. 46 c .

It is at once clear that not only are the effective lengths of the lines of force shortened by the presence of the molecules, but also the directions of the lines of force are twisted. It follows that the polarisation, regarded as a vector as in § 128, must in general have a direction different from that of the average intensity $R$ of the field.

To analyse such a case we shall, as in § 146, regard the field near any point as the superposition of two fields:
(i) the field which arises from the doublets on the neighbouring molecules, say a field of components of intensity $X_{1}, Y_{1}, Z_{1}$;
(ii) the field caused by the doublets arising from the distant molecules and from the charges outside the dielectric, say a field of components of intensity $X_{\mathbf{3}}, Y_{\mathbf{3}}, Z_{2}$.

Clearly in the case we are now considering, the intensities $R_{1}, R_{2}$ of these fields will not be in the same direction.

The components of intensity of the whole field are given by

$$
X=X_{1}+X_{2}, \text { etc. }
$$

To discuss the first part of the field, let us regard the whole field as the superposition of three fields, having respectively components ( $X, 0,0$ ), $(0, Y, 0)$ and ( $0,0, Z$ ). If the molecules are spherical, or if, not being spherical, their orientations in space are distributed at random, then clearly the field of components ( $X, 0,0$ ) will induce doublets which will produce simply a field of components ( $K^{\prime} X, 0,0$ ) where $K^{\prime}$ is a constant. But if the molecules are neither spherical in shape nor arranged at random as regards their orientations in space, it will be necessary to assume that the induced doublets give rise to a field of components

$$
K_{u}^{\prime} X, \quad K_{1 \geq}^{\prime} X, \quad K_{1 \geq}^{\prime} X
$$

On superposing the doublets induced by the three fields ( $\boldsymbol{X}, \mathbf{0}, 0$ ), $(0, Y, 0)$ and $(0,0, Z)$, we obtain

$$
\left.\begin{array}{rl}
X_{1} & =K_{11}^{\prime} X+K_{21}^{\prime} Y+K_{y 1}^{\prime} Z  \tag{76}\\
Y_{1} & =K_{12}^{\prime} X+K_{y n}^{\prime} Y+K_{y 2}^{\prime} Z \\
Z_{1} & =K_{13}^{\prime} X+K_{2 z}^{\prime} Y+K_{y z}^{\prime} Z
\end{array}\right\}
$$

Thus we have relations of the form

$$
\left.\begin{array}{l}
4 \pi f=K_{12} X+K_{21} Y+K_{31} Z  \tag{77}\\
4 \pi g=K_{13} X+K_{22} Y+K_{32} Z \\
4 \pi h=K_{13} X+K_{33} Y+K_{33} Z
\end{array}\right\}
$$

expressing the relations between polarisation and intensity.
These are the general equations for crystalline media. We shall shortly prove (§ 170) that

$$
\begin{equation*}
K_{12}=K_{21}, \quad K_{23}=K_{32}, \quad K_{21}=K_{13} \tag{78}
\end{equation*}
$$

so that there are not nine, but only six, independent constants.

## Non-spherical Molecules.

152A. A medium in which the molecules are not spherical but are oriented at random can be discussed in a similar way. The whole field ( $X, Y, Z$ ) may be regarded as the superposition of three fields $(X, 0,0),(0, Y, 0)$ and $(0,0, Z)$. The induced doublets produced by the first field will produce a field of components

$$
\left(K^{\prime} X, 0,0\right)
$$

the components along $0 y$ and $0 z$ necessarily vanishing on account of the random orientation of the molecules. The other fields similarly produce induced fields

$$
\left(0, K^{\prime} Y, 0\right) \text { and }\left(0,0, K^{\prime} Z\right),
$$

whence we readily obtain equations of the form

$$
4 \pi f=K X, 4 \pi g=K Y, 4 \pi h=K Z
$$

Thus Mossotti's theory can readily be extended to non-spherical molecules, but the difficulty remains that according to modern views, a molecule does not consist of layers of electrons at rest, but of systems of electrons in orbital motion. It will not be possible to make the appropriate modification in the theory until the exact nature of this orbital motion is known.

## EXAMPLES.

1. A spherical condenser, radii $a, b$, has air in the space between the spheres. The inner sphere receives a coat of paint of uniform thickness $t$ and of a material of which the inductive capacity is $K$. Find the change produced in the capacity of the condenser.
2. A conductor has a charge 0 , and $V_{1}, \nabla_{2}$ are the potentials of two equipotential surfaces completely surrounding it $\left(V_{1}>V_{2}\right)$. The space between these two surfaces is now filled with a dielectric of inductive capacity $K$. Shew that the change in the energy of the system is

$$
\frac{1}{2} e\left(V_{1}-V_{2}\right)(K-1) / K .
$$

3. The surfaces of an air-condenser are concentric spheres. If half the space between the spheres be filled with solid dielectric of specific inductive capacity $K$, the dividing surface between the solid and the air being a plane through the centre of the spheres, shew that the capacity will be the same as though the whole dielectric were of uniform specific inductive capacity $\frac{1}{2}(1+K)$.
4. The radii of the inner and outer shells of two equal spherical condensers, remote from each other and immersed in an infinite dielectric of inductive capacity $K$, are respectively $a$ and $b$, and the inductive capacities of the dielectric inside the condensers are $K_{1}, K_{2}$. Both surfaces of the first condenser are insulated and charged, the second being uncharged. The inner surface of the second condenser is now connected to earth, and the outer surface is connected to the outer surface of the first condenser by a wire of negligible capacity. Shew that the loss of energy is

$$
\begin{aligned}
& Q^{2}\left\{2(b-a) K+a K_{\}}\right\} \\
& \left.2 K \bar{K} b(b-a) K+a K_{2}\right\}
\end{aligned}
$$

where $Q$ is the quantity of electricity which flows along the wire.
5. The outer coating of a long cylindrical condenser is a thin shell of radius $a$, and the dielectric between the cylinders has inductive capacity $K$ on one side of a plane through the axis, and $K^{\prime}$ on the other side. Shew that when the inner cylinder is connected to earth, and the outer has a charge $q$ per unit length, the resultant force on the outer cylinder is

$$
\frac{4 q^{2}\left(K-K^{\prime}\right)}{\pi a\left(K^{\prime}+K^{\prime}\right)^{2}}
$$

per unit length.
6. A heterogeneous dielectric is formed of $n$ concentric spherical layers of specific inductive capacities $K_{1}, K_{2}, \ldots K_{n}$, starting from the innermost dielectric, which forms a solid sphere; also the outermost dielectric extends to infinity. The radii of the spherical boundary surfaces are $a_{1}, a_{2}, \ldots a_{n-1}$ respectively. Prove that the potential due to a quantity $Q$ of electricity at the centre of the spheres at a point distant $r$ from the centre in the dielectric $K_{\mathrm{a}}$ is

$$
\frac{Q}{K_{0}}\left(\frac{1}{r}-\frac{1}{a_{a}}\right)+\frac{Q}{K_{b+1}}\left(\frac{1}{a_{s}}-\frac{1}{a_{n+1}}\right)+\ldots+\frac{Q}{K_{n}} \frac{1}{a_{n-1}} .
$$

7. A condenser is formed by two rectangular parallel conducting plates of breadth $b$ and area $\Delta$ at distance $d$ from each other. Also a parallel slab of a dieleotric of thickness $t$ and of the same area is between the plates. This slab is pulled along its length from between the plates, so that only a length $x$ is between the plates. Prove that the electric force sucking the slab back to its original position is

$$
\frac{2 \pi E^{2} d b t^{\prime}\left(d-t^{\prime}\right)}{\left\{A\left(d-t^{\prime}\right)+. x b t^{\prime}\right\}^{4}},
$$

where $t^{\prime}=t(\boldsymbol{K}-1) / \boldsymbol{K}, \boldsymbol{K}$ is the specific inductive capacity of the slab, $\boldsymbol{E}$ is the charge, and the disturbances produced by the edges are neglected.
8. Three closed surfaces $1,2,3$ are equipotentials in an electric field. If the space between 1 and 2 is filled with a dielectric $K$, and that between 2 and 3 is filled with a dielectric $K^{\prime}$, shew that the capacity of a condenser having 1 and 3 for faces is $C$, given by

$$
\frac{1}{C^{\prime}}=\frac{1}{A K}+\frac{1}{B K^{\prime}}
$$

where $A, B$ are the capacities of air-condensers having as faces the surfaces 1,2 and 2,3 respectively.
9. The surface separating two dielectrics ( $K_{1}, K_{2}$ ) has an actual charge $\sigma$ per unit area. The electric forces on the two sides of the boundary are $F_{1}, F_{2}$ at angles $c_{1}, c_{2}$ with the common normal. Shew how to determine $F_{2}$, and prove that

$$
K_{2} \cot c_{2}=K_{1} \cot c_{1}\left(1-\frac{4 \pi \sigma}{K_{1} F_{1} \cos c_{1}}\right)
$$

10. The space between two concentric spheres radii $a, b$ which are kept at potentials $A, B$, is filled with a heterogeneous dielectric of which the inductive capacity varies as the $n$th power of the distance from their common centre. Shew that the potential at any point between the surfaces is

$$
\frac{A a^{n+1}-B b^{n+1}}{a^{n+1}-b^{n+1}}-\frac{a^{n+1} b^{n+1}}{n^{n+1}} \frac{A-B}{a^{n+1}-b^{n+1}} .
$$

11. A condenser is formed of two parallel plates, distant $h$ apart, one of which is at zero potential. The space between the plates is filled with a dielectric whose inductive capacity increasea uniformly from one plate to the other. Shew that the capaoity per unit area is

$$
\frac{K_{2}-K_{1}}{4 \pi h \log K_{2} / K_{1}},
$$

where $K_{1}$ and $K_{\mathbf{8}}$ are the values of the inductive capacity at the surfaces of the plata. The inequalities of distribution at the edges of the plates are neglected.
12. A spherical conductor of radius $a$ is surrounded by a concentric spherical couducting shell whose internal radius is $b$, and the intervening space is occupied by a dielectric whose specific inductive capacity at a distance $r$ from the centre is $\frac{c+r}{r}$. If the inner sphere is insulated and has a charge $E$, the shell being connected with the earth, prove that the potential in the dielectric at a distance $r$ from the centre is $\frac{E}{a} \log \frac{b(a+r)}{r(a+b)}$.
13. A spherical conductor of radius $a$ is surrounded by a concentric spherical shell of radius $b$, and the space between them is filled with a dielectric of which the inductive capacity at distance $r$ from the centre is $\mu^{-p^{2}} p^{-3}$ where $p=r / a$. Prove that the capacity of the condenser so formed is

$$
2 \mu a\left(e^{\frac{b^{2}}{a^{2}}}-8\right)^{-1} .
$$

14. If the specific inductive capacity varies as $e^{-\frac{r}{a}}$, where $r$ is the distance from a fixed point in the medium, verify that a solution of the differential equation satisfied by the potential is

$$
\left(\frac{a}{r}\right)^{2}\left[e^{\frac{r}{a}}-1-\frac{r}{a}-\frac{r^{2}}{2 u^{2}}\right] \cos \theta,
$$

and hence determine the potential at any point of a sphere, whose inductive capacity is the above function of the distance from the centre, when placed in a uniform field of force.
15. Shew that the capacity of a condenser consisting of the conducting spheres $r=a$, $r=b$, and a heterogeneous dielectric of inductive capacity $K=f(\theta, \phi)$, is

$$
\frac{a b}{4 \pi(b-a)} \iint f(\theta, \phi) \sin \theta d \theta d \phi
$$

16. In an imaginary crystalline medium the molecules are discs placed so as to be all parallel to the plane of $x y$. Shew that the components of intensity and polarisation are connected by equations of the form

$$
4 \pi f=K_{11} X+K_{21} Y ; \quad 4 \pi g=K_{19} X+K_{22} Y ; \quad 4 \pi h=K_{20} Z .
$$

## CHAPTER VI

## THE STATE OF THE MEDIUM IN THE ELECTROSTATIC FIELD

153. THE whole electrostatic theory has so far been based simply upon Coulomb's Law of the inverse square of the distance. We have supposed that one charge of electricity exerts certain forces upon a second distant charge, but nothing has been said as to the mechanism by which this action takes place. In handling this question there are two possibilities open. We may either assume "action at a distance" as an ultimate explanation-i.e. simply assert that two bodies act on one another across the intervening space, without attempting to go any further towards an explanation of how such action is brought about-or we may tentatively assume that some medium connects the one body with the other, and examine whether it is possible to ascribe properties to this medium, such that the observed action will be transmitted by the medium. Faraday and Maxwell followed the latter course. They refused to admit "action at a distance" as an ultimate explanation of electric phenomena, finding such action unthinkable unless transmitted by an intervening medium.

154 It is worth enquiring whether there is any valid a priori argument which compels us to resort to action through a medium. Some writers have attempted to use the phenomenon of Inductive Capacity to prove that the energy of a condenser must reside in the space between the charged plates, rather than on the plates themselves-for, they say, change the medium between the plates, keeping the plates in the same condition, and the energy is changed. A study of Faraday's molecular explanation of the action in a dielectric will shew that this argument proves nothing as to the real question at issue. It goes so far as to prove that when there are molecules placed between electric charges, these molecules themselves acquire charges, and so may be said to be new stores of encrgy, but it leaves untouched the question of whether the energy resides in the charges on the molecules or in the ether between them.

Again, the phenomenon of induction is sometimes quoted against action at a distancea small conductor placed at a point $P$ in an electrostatic field shows phenomena which depend on the electric intensity at $P$. This is taken to shew that the state of the ether at the point $P$ before the introduction of the conductor was in some way different from what it would have been if there had not been electric charges in the neighbourhood. But all that is proved is that the state of the point $P$ after the introduction of the conductor
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will be different from what it would have been if there had not been electric charges in the neighbourhood, and this can be explained equally well either by action at a distance or action through a medium. The now conductor is a collection of positive and negative charges : the phenomena under question are produced by these charges being acted upon by the other charges in the field, but whether this action is aotion at a distance or action through a medium cannot be told.

Indeed, it will be seen that, viewed in the light of the electron-theory and of Faraday's theory of dielectric polarisation, electrical action stands on just the same level as gravitational action. In each case the system of forces to be explained may be regarded as a system of forces between indestructible centres, whether of electricity or of matter, and the law of force is the law of the inverse square, independently of the state of the space between the centres. Now no scientist would claim that there is any a priori proof that gravitation is transmitted through a medium-indeed the trend of opinion at present is quite in the opposite direction-and this fact in itself suffices to shew that there is no a priori means of establishing that clectrical action is transmitted through a medium.

Failing an à priori argument, an attempt may be made to disprove action at a distance, or rather to make it improbable, by an appeal to experience. It may be argued that as all the forces of which we have experience in every-day life are forces between substances in contact, therefore it follows by analogy that forces of gravitation, electricity and magnetism, must ultimately reduce to forces between substances in contact-i.e. must be transmitted through a medium. Upon analysis, however, it will be seen that this argument divides all forces into two classes :
(a) Forces of gravitation, electricity and magnetism, which appear to act at a distance.
( $\beta$ ) Forces of pressure and impact between solid bodies, hydrostatic pressure, etc. which appear to act through a medium.
The argument is now seen to be that because class ( $\beta$ ) appear to act through a medium, therefore class (a) must in reality act through a medium. The argument could, with equal logical force, be used in the exactly opposite direction : indeed it has been so used by the followers of Boscovitch. The Nowtonian discovery of gravitation, and of apparent action at a distance, so occupied the attention of scientists at the time of Boscovitch that it seemed natural to regard action at a distance as the ultimate basis of force, and to try to interpret action through a medium in terms of action at a distance. The reversion from this view came, as has been said, with Faraday.

Hertz's subsequent discovery of the finite velocity of propagation of electric action, which had previously been predicted by Maxwell's theory, came to the support of Faraday's view. To see exactly what is meant by this finite velocity of propagation, let us imagine that we place two uncharged conductors $A, B$ at a distance $r$ from one another. By charging $A$, and so performing work at $A$, we can induce charges on conductor $B$, and when this has been done, there will be an attraction between conductors $A$ and $B$. We can suppose that conductor $A$ is held fast, and that conductor $B$ is allowed to move towards $A$, work being performed by the attraction from conductor $A$. We are now recovering from $B$ work which was originally performed at $A$. The experiments of Hertz shew that a finite time is required before any of the work spent at $A$ becomes available at $B$. A natural explanation is to suppose that work spent on $A$ assumes the form of energy which spreads itself out through the whole of space, and that the finite time observed before energy becomes available at $B$ is the time required for the first part 0 : the advancing energy to travel from $\boldsymbol{A}$ to $\boldsymbol{B}$. This explanation involves regarding energj
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as a definite physical entity, capable of being localised in space. It ought to be noticed that our senses give us no knowledge of energy as a physical entity: we experience force, not energy. And the fact that energy appears to be propagated through space with finite velocity does not justify us in concluding that it has a real physical existence, for, as we shall see, the potential appears to be propagated in the same way, and the potential can only be regarded as a convenient mathematical fiction.
155. Although no sufficient reason has been found compelling us to ascribe electric action to the presence of an intervening medium, we are still free to assume, as a hypothesis, that such a medium exists and that electric action is transmitted through this medium. As various electric and electromagnetic phenomena are discussed we shall examine what properties would have to be attributed to the medium to account for these properties. If it is found that contradictory properties would have to be ascribed to the medium, then the hypothesis of action through an intervening medium will have to be abandoned. If the properties are found to be consistent, then the hypotheses of action at a distance and action through a medium are still both in the field, but the latter becomes more or less probable just in proportion as the properties of the hypothetical medium seem probable or improbable. We shall return to the general question of the existence of a medium in Chapter $x x$.
156. Since electric action takes place even across the most complete vacuum obtainable, we conclude that if this action is transmitted by a medium, this medium must be the ether. Assuming that the action is transmitted by the ether, we must suppose that at any point in the electrostatic field there will be an action and reaction between the two parts of the ether at opposite sides of the point. The ether, in other words, is in a state of stress at every point in the electrostatic field. Before discussing the particular system of stresses appropriate to an electrostatic field, we shall investigate the general theory of stresses in a medium at rest.

## General Theory of Stresses in a medium at rest.

157. Let us take a small area $d S$ in the medium perpendicular to the axis of $x$. Let us speak of that part of the medium near to $d S$ for which $x$ is greater than its value over $d S$ as $x_{+}$, and that for which $x$ is less than this value as $x_{-}$, so that the area $d S$ separates the two regions $x_{+}$and $x_{-}$. Those parts of the medium by which these two regions are occupied exert forces upon one another across $d S$, and this system of forces is spoken of as the stress across $d S$. Obviously this stress will consist of an action and reaction, the two being equal and opposite. Also it is clear that the amount of this stress will be proportional to $d S$.

Let us assume that the force exerted by $x_{+}$on $x_{-}$has components

$$
P_{x x} d S, \quad P_{x y} d S, \quad P_{x z} d S
$$

then the force exerted by $a_{-}$on $a_{+}$will have components

$$
-P_{x z} d S, \quad-P_{x y} d S, \quad-P_{x z} d S
$$

The quantities $P_{x x}, P_{x y}, P_{x z}$ are spoken of as the components of stress perpendicular to $0 x$. Similarly there will be components of stress $P_{y x}, P_{y y}$, $P_{y z}$ perpendicular to $O y$, and components of stress $P_{z z}, P_{s v}, P_{z z}$ perpendicular to Oz .

Let us next take a small parallelepiped in the medium, bounded by planes

$$
\begin{array}{ll}
x=\xi, & x=\xi+d x ; \\
y=\eta, & y=\eta+d y ; \\
z=\zeta, & z=\zeta+d z .
\end{array}
$$

The stress acting upon the parallelepiped across the face of area $d y d z$ in the plane $x=\boldsymbol{\xi}$ will have components
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$$
-\left(P_{x x}\right)_{x-\xi} d y d z ; \quad-\left(P_{x y}\right)_{x-\xi} d y d z, \quad-\left(P_{x z}\right)_{x-\xi} d y d z,
$$

while the stress acting upon the parallelepiped across the opposite face will have components

$$
\left(P_{x x}\right)_{x-\xi+d x} d y d z, \quad\left(P_{x y}\right)_{x-\xi+d x} d y d z, \quad\left(P_{x z}\right)_{x-t+d x} d y d \varepsilon .
$$

Compounding these two stresses, we find that the resultant of the stresses acting upon the parallelepiped across the pair of faces parallel to the plane of $y z$, has components

$$
\frac{\partial P_{x x}}{\partial x} d x d y d z, \quad \frac{\partial P_{x y}}{\partial x} d x d y d z, \quad \frac{\partial P_{x z}}{\partial x} d x d y d z
$$

Similarly from the other pairs of faces, we get resultant forces of components
and

$$
\begin{array}{lll}
\frac{\partial P_{y x}}{\partial y} d x d y d z, & \frac{\partial P_{y y}}{\partial y} d x d y d z, & \frac{\partial P_{y z}}{\partial y} d x d y d z \\
\frac{\partial P_{z x}}{\partial z} d x d y d z, & \frac{\partial P_{z v}}{\partial z} d x d y d z, & \frac{\partial P_{z z}}{\partial z} d x d y d z
\end{array}
$$

For generality, let us suppose that in addition to the action of these stresses the medium is acted upon by forces acting from a distance, of amount $\Xi, H, Z$ per unit volume. The components of the forces acting on the parallelepiped of volume $d x d y d z$ will be

$$
\text { Е } d x d y d z, \quad \mathrm{H} d x d y d z, \quad \mathbf{Z} d x d y d \varepsilon .
$$

Compounding all the forces which have been obtained, we obtain as equations of equilibrium

$$
\begin{equation*}
\text { E }+\frac{\partial P_{x x}}{\partial x}+\frac{\partial P_{y x}}{\partial y}+\frac{\partial P_{z x}}{\partial z}=0 \text {. } \tag{79}
\end{equation*}
$$

and two similar equations.
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 The State of the Medium in the Electrostatic Field [0H. VI158. These three equations ensure that the medium shall have no motion of translation, but for equilibrium it is also necessary that there should be no rotation. To a first approximation, the stress across any face may be supposed to act at the centre of the face, and the force 已, $\mathrm{H}, \mathrm{Z}$ at the centre of the parallelepiped. Taking moments about a line through the centre parallel to the axis of $0 x$, we obtain as the equation of equilibrium

$$
\begin{equation*}
P_{y z}-P_{z y}=0 . \tag{80}
\end{equation*}
$$

This and the two similar equations obtained by taking moments about lines parallel to $O y, O z$ ensure that there shall be no rotation of the medium. Thus the necessary and sufficient condition for the equilibrium of the medium is expressed by three equations of the form of (79), and three equations of the form of (80).
159. Suppose next that we take a small area $d S$ anywhere in the medium. Let the direction cosines of the normal to $d S$ be $\pm l, \pm m, \pm n$. Let the parts of the medium close to $d S$ and on the two sides of it be spoken of as $S_{+}$and $S_{-}$, these being named so that a line drawn from $d S$ with direction cosines $+l,+m,+n$ will be drawn into $S_{+}$, and one with direction cosines $-l,-m,-n$ will be drawn into $S_{-}$. Let the force exerted by $S_{+}$on $S_{-}$ across the area $d S$ have components

$$
F d S, \quad G d S, \quad H d S
$$
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then the force exerted by $S_{-}$on $S_{+}$will have components

$$
-F d S, \quad-G d S, \quad-H d S
$$

The quantities $F, G, H$ are spoken of as the components of stress across a plane of direction cosines $l, m, n$.

To find the values of $F, G, H$, let us draw a small tetrahedron having three faces parallel to the coordinate planes and a fourth having direction cosines $l, m, n$. If $d S$ is the area of the last face, the areas of the other faces are $l d S, m d S, n d S$ and the volume of the tetrahedron is $\frac{1}{3} \sqrt{2 l m n}(d S)^{\frac{1}{2}}$. Resolving parallel to $0 x$, we have, since the medium inside this tetrahedron is in equilibrium,

$$
\frac{f}{\delta} \sqrt{2 l m n}(d S)^{\frac{8}{2}} E-l d S P_{x x}-m d S P_{y x}-n d S P_{z x}+F d S=0,
$$

giving, since $d S$ is supposed vanishingly small,

$$
\begin{equation*}
F=l P_{x x}+m P_{y z}+n P_{z x} . \tag{81}
\end{equation*}
$$

and there are two similar equations to determine $G$ and $H$.
160. Assuming that equation (80) and the two similar equations are satisfied, the normal component of stress across the plane of which the direction cosines are $l, m, n$ is

$$
l F+m G+n H=l^{2} P_{x x}+m^{2} P_{y y}+n^{2} P_{z z}+2 m n P_{y z}+2 n l P_{x z}+2 l m P_{a v}
$$

The quadric

$$
\begin{equation*}
x^{4} P_{x z}+y^{2} P_{x y}+z^{2} P_{z z}+2 y z P_{y z}+2 z x P_{z z}+2 x y P_{x y}=1 \tag{82}
\end{equation*}
$$

is called the stress-quadric. If $r$ is the length of its radius vector drawn in the direction $l, m, n$, we have

$$
r^{2}\left(l^{2} P_{x x}+m l^{2} P_{y y}+n^{2} P_{z z}+2 m n n P_{y z}+2 n l P_{z x}+2 l m P_{x y}\right)=1 .
$$

It is now clear that the normal stress across any plane $l, m, n$ is measured by the reciprocal of the square of the radius vector of which the direction cosines are $l, m, n$. Moreover the direction of the stress across any plane $l, m, n$ is that of the normal to the stress-quadric at the extremity of this radius vector. For $r$ being the length of this radius vector, the coordinates of its extremity will be $r l, r m, r n$. The direction cosines of the normal at this point are in the ratio

$$
r l P_{x x}+r m P_{x y}+r n P_{z x}: r l P_{x y}+r m P_{y y}+r n P_{y z}: r l P_{x z}+r m P_{y z}+r n P_{z z}
$$

or $F: G: H$, which proves the result.
The stress-quadric has three principal axes, and the directions of these are spoken of as the axes of the stress. Thus the stress at any point has three axes, and these are always at right angles to one another. If a small area be taken perpendicular to a stress axis at any point, the stress across this area will be normal to the area. If the amounts of these stresses are $P_{1}, P_{2}, P_{3}$, then the equation of the stress-quadric referred to its principal axes will be

$$
P_{1} \xi^{2}+P_{2} \eta^{2}+P_{3} \zeta^{2}=1
$$

Clearly a positive principal stress is a simple tension, and a negative principal stress is a simple pressure.

As simple illustrations of this theory, it may be noticed that
(i) For a simple hydrostatic pressure $P$, the stress-quadric becomes an imaginary sphere

$$
P\left(\xi^{2}+\eta^{2}+\zeta^{2}\right)=-1
$$

The pressure is the same in all directious, and the pressure across any plane is at right angles to the plane (for the tangent plane to a sphere is at right angles to the radius vector).
(ii) For a simple pull, as in a rope, the stress-quadric degenerates into two parallel planes

$$
P \xi^{2}=1
$$

## The Stresses in an Electrostatic Field.

161. If an infinitesimal charged particle is introduced into the electric field at any point, the phenomena exhibited by it must, on the present view of electric action, depend solely on the state of stress at the point. The phenomena must therefore be deducible from a knowledge of the stressquadric at the point. The only phenomenon observed is a mechanical force tending to drag the particle in a certain direction-namely, in the direction of the line of force through the point. Thus from inspection of the stressquadric, it must be possible to single out this one direction. We conclude that the stress-quadric must be a surface of revolution, having this direction for its axis. The equation of the stress-quadric at any point, referred to its principal axes, must accordingly be

$$
\begin{equation*}
P_{1} \xi^{2}+P_{2}\left(\eta^{2}+\zeta^{2}\right)=1 . \tag{83}
\end{equation*}
$$

where the axis of $\boldsymbol{\xi}$ coincides with the line of force through the point. Thus the system of stresses must consist of a tension $P_{1}$ along the lines of force, and a tension $P_{2}$ perpendicular to the lines of force-and if either of the quantities $P_{1}$ or $P_{2}$ is found to be negative, the tension must be interpreted as a pressure.

Since the electrical phenomena at any point depend only on the stressquadric, it follows that $R$ must be deducible from a knowledge of $P_{1}$ and $P_{2}$. Moreover, the only phenomena known are those which depend on the magnitude of $R$, so that it is reasonable to suppose that the only quantity which can be deduced from a knowledge of $P_{1}$ and $P_{2}$ is the quantity $R$ in other words, that $P_{1}$ and $P_{2}$ are functions of $R$ only. We shall for the present assume this as a provisional hypothesis, to be rejected if it is found to be incapable of explaining the facts.
162. The expression of $P_{1}$ as a function of $R$ can be obtained at once by considering the forces acting on a charged conductor. Any element $d S$ of surface experiences a force $\frac{R^{2}}{8 \pi} d S$ urging it normally away from the conductor. On the present view of the origin of the forces in the electric field, we must interpret this force as the resultant of the ether-stresses on its two sides. Thus, resolving normally to the conductor, we must have

$$
\frac{R^{2}}{8 \pi} d S=\left(R_{1}\right)_{\mathbb{E}} d S-\left(P_{1}\right)_{0} d S
$$

where $\left(P_{1}\right)_{R},\left(P_{1}\right)_{0}$ denote the values of $P_{1}$ when the intensity is $R$ and 0 respectively. Inside the conductor there is no intensity, so that the stress-quadrics become spheres, for there is nothing to differentiate one direction from another. Any value which ( $\left.P_{1}\right)_{0}$ may have accordingly arises
simply from a hydrostatic pressure or tension throughout the medium, and this cannot influence the forces on conductors. Leaving any such hydrostatic pressure out of account, we may take $\left(P_{1}\right)_{0}=0$, and so obtain $\left(P_{1}\right)_{\mathbb{R}}$ in the form

$$
\begin{equation*}
P_{1}=\frac{R^{2}}{8 \pi} \tag{84}
\end{equation*}
$$

163. We can most easily arrive at the function of $R$ which must be taken to express the value of $P_{2}$, by considering a special case.

Consider a spherical condenser formed of spheres of radii $a, b$. If this condenser is cut into two equal halves by a plane through its centre, the two halves will repel one another. This action must now be ascribed to the stresses in the medium across the plane of section. Since the lines of force are radial these stresses are perpendicular to the lines of force, and we see at once that the stress perpendicular to the lines of force is a pressure. To calculate the function of $R$ which expresses this pressure, we may suppose $b-a$ equal to some very small quantity $c$, so that $R$ may be regarded as constant along the length of a line of force. The area over which this pressure acts is $\pi\left(b^{2}-a^{2}\right)$, and since the pressure per unit area in the medium perpendicular to a line of force is $-P_{2}$, the total repulsion between the two halves of the condenser will be $-P_{3} \pi\left(b^{3}-a^{2}\right)$.

The whole force on either half of the condenser is however a force $2 \pi \sigma^{2}$ per unit arca over each hemisphere, normal to its surface. The resultant of all the forces acting on the inner hemisphere is $\pi a^{2} \times 2 \pi \sigma^{2}$, or putting $2 \pi u^{2} \sigma=E$, so that $E$ is the charge on either hemisphere, this force is $E^{2} / 2 a^{2}$. Similarly, the force on the hemisphere of radius $b$ is $E^{2} / 2 b^{2}$. Thus the resultant repulsion on the complete half of the condenser is $\frac{1}{2} E^{2}\left(\frac{1}{a^{2}}-\frac{1}{b^{2}}\right)$. Since this has been seen to be also equal to $-P_{y} \pi\left(b^{2}-a^{2}\right)$, we have

$$
P_{2}=-\frac{\frac{1}{2} E^{2}}{\pi a^{2} b^{2}}=-2 \pi \sigma^{2}=-\frac{R^{2}}{8 \pi}
$$

on taking $a=b$ in the limit.
Thus in order that the observed actions may be accounted for, it is necessary that we have

$$
P_{1}=\frac{R^{2}}{8 \pi}, \quad P_{2}=-\frac{R^{2}}{8 \pi} .
$$

Moreover, if these stresses exist, they will account for all the observed mechanical action on conductors, for the stresses result in a mechanical force $2 \pi \sigma^{2}$ per unit area on the surface of every conductor.
164. It remains to examine whether these stresses are such as can be trinsmitted by an ether at rest.

As a preliminary we must find the values of the stress-components $P_{x x}$, $P_{\pi y}, \ldots$ referred to fixed axes $0 a, O y, O \varepsilon$.

The stress-quadric at any point in the ether, referred to its principal axes, is seen on comparison with equation (83) to be

$$
\begin{equation*}
\frac{R^{2}}{8 \pi}\left(\xi^{2}-\eta^{2}-\zeta^{2}\right)=1 \tag{85}
\end{equation*}
$$

Here the axis of $\boldsymbol{\xi}$ is in the direction of the line of force at the point. Let the direction-cosines of this direction be $l_{1}, m_{1}, n_{1}$. Then on transforming to axes $O x, O y, O z$ we may replace $\xi$ by $l_{2} x+m_{1} y+n_{1} z$.

Equation (85) may be replaced by

$$
\frac{R^{2}}{8 \pi}\left\{2 \xi^{2}-\left(\xi^{2}+\eta^{2}+\zeta^{2}\right)\right\}=1,
$$

and on transforming axes $\xi^{2}+\eta^{2}+\zeta^{2}$ transforms into $a+y^{2}+z^{2}$. Thus the transformed equation of the stress-quadric is

$$
\frac{R^{2}}{8 \pi}\left\{2\left(l_{1} x+m_{1} y+n_{1} z\right)^{2}-\left(x^{2}+y^{2}+z^{2}\right)\right\}=1
$$

Comparing with equation (82), we obtain

$$
\begin{align*}
& P_{x x}=\frac{R^{2}}{8 \pi}\left(2 l_{1}^{2}-1\right) .  \tag{86}\\
& P_{x y}=\frac{R^{2}}{8 \pi}\left(2 l_{1} m_{1}\right) \ldots \tag{87}
\end{align*}
$$

and similar values for the remaining components of stress.
Or again, since $\quad X=l_{1} R, \quad Y=m_{1} R, \quad Z=n_{1} R$,
these equations may be expressed in the form

$$
\begin{aligned}
& P_{x x}=\frac{1}{8 \pi}\left(X^{2}-Y^{2}-Z^{2}\right), \\
& P_{x y}=\frac{X Y}{4 \pi}
\end{aligned}
$$

In this system of stress-components, the relations $P_{x y}=P_{y x}$ are satisfied, as of course they must be since the system of stresses has been derived by ussuming the existence of a stress-quadric. Thus the stresses do not set up rotations in the ether (cf. equation (80)).

In order that there may be also no tendency to translation, the stresscomponents must satisfy equations of the type

$$
\frac{\partial P_{x z}}{\partial x}+\frac{\partial P_{r y}}{\partial y}+\frac{\partial P_{x z}}{\partial z}=0
$$

expressing that no forces beyond these stresses are required to keep the ether at rest (cf. equation (79)).

On substituting the values of the stress-components, we have

$$
\begin{aligned}
\frac{\partial P_{x z}}{\partial x} & +\frac{\partial P_{x y}}{\partial y}+\frac{\partial P_{x z}}{\partial z} \\
& =\frac{1}{8 \pi}\left\{\frac{\partial}{\partial x}\left(X^{2}-Y^{3}-Z^{2}\right)+\frac{\partial}{\partial y}(2 Y Y)+\frac{\partial}{\partial z}(2 X Z)\right\} \\
& =\frac{1}{8 \pi}\left\{2 X\left(\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}\right)+2 Y\left(\frac{\partial X}{\partial y}-\frac{\partial Y}{\partial x}\right)+2 Z\left(\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}\right)\right\} .
\end{aligned}
$$

On putting

$$
X=-\frac{\partial V}{\partial x}, \quad Y=-\frac{\partial V}{\partial y}, \quad Z=-\frac{\partial V}{\partial z},
$$

we find at once that

$$
\begin{gathered}
\frac{\partial X}{\partial y}-\frac{\partial Y}{\partial x}=-\frac{\partial^{2} V}{\partial x \partial y}+\frac{\partial^{2} V}{\partial x \partial y}=0, \\
\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}=-\frac{\partial^{2} V}{\partial x \partial z}+\frac{\partial^{2} V}{\partial x \lambda_{z} z}=0, \\
\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}=-\left(\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}\right)=0,
\end{gathered}
$$

shewing that equation (88) is satisfied.
165. Thus, to recapitulate, we have found that a system of stresses consisting of
(i) a tension $\frac{R^{2}}{8 \pi}$ per unit area in the direction of the lines of force,
(ii) a pressure $\frac{R^{2}}{8 \pi}$ per unit area perpendicular to the lines of force,
is one which can be transmitted by the medium, in that it does not tend to set up motions in the ether, and is one which will explain the observed forces in the electrostatic field. Moreover it is the only system of stresses capable of doing this, which is such that the stress at a point depends only on the electric intensity at that point.

## Examples of Stress.

166. Assuming this system of stresses to exist, it is of value to try to picture the actual stresses in the field in a few simple cases.

Consider first the field surrounding a point charge. The tubes of force are cones. Let us consider the equilibrium of the ether enclosed by a frustum of one of these cones which is bounded by two ends $p, q$. If $\omega_{p}, \omega_{q}$ are the areas of these ends, we find that there are tensions of
amounts $\frac{R_{p}{ }^{2} \omega_{p}}{8 \pi}, \frac{R_{q}{ }^{2} \omega_{q}}{8 \pi}$. Since $R_{p} \omega_{p}=R_{q} \omega_{q}$, the former is the greater. so that the forces on the two ends have as resultant a force tending to move the ether inwards towards the charge. This tendency is of course balanced by the pressures acting on the curved surface, each of which has a component tending to press the ether inside the frustum away from the charge.
167. A more complex example is afforded


Fig. 49. by two equal point charges, of which the lines of force are shewn in fig. 50.
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The lines of force on either charge fall thickest on the side furthest removed from the other charge, so that their resultant action on the charges amounts to a traction on the surface of each tending to drag it away from the other, and this traction appears to us as a repulsion between the bodies.

We can examine the matter in a different way by considering the action and reaction across the two sides of the plane which bisects the line joining the two charges. No lines of force cross this plane, which is accordingly made up entirely of the side walls of tubes of force. Thus there is a pressure $\frac{R^{2}}{8 \pi}$ per unit area acting across this plane at every point. The resultant of all these pressures, after transmission by the ether from the plane to the charges immersed in the ether, appears as a force of repulsion exerted by the charges on one another.

## Energy in the Medium.

168. In setting up the system of stresses in a medium originally unstressed, work must be done, analogous to the work done in compressing a gas. This work must represent the energy of the stressed medium, and this in turn must represent the energy of the electrostatic field. Clearly, from the form of the stresses, the energy per unit volume of the medium at any point must be a function of $R$ only. To determine the form of this function, we may examine the simple case of a parallel plate condenser, and we find at once that the function must be $\frac{R^{2}}{8 \pi}$.

We have now to examine whether the energy of any electrostatic field can be regarded as made up of a contribution of amount $\frac{R^{2}}{8 \pi}$ per unit volume from every part of the field.

In fig. 51, let $P Q$ be a tube of force of strength $e$, passing from $P$ at potential $V_{P}$ to $Q$ at potential $V_{Q}$. The ether inside this tube of force being supposed to possess energy $\frac{R^{2}}{8 \pi}$ per unit volume, the total energy enclosed by the tube will be

$$
\int_{P}^{Q} \frac{R^{2}}{8 \pi} \omega d s,
$$

where $\omega$ is the cross section at any point, and the integration is along the tube. Since $R \omega=4 \pi e$, this expression
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$$
\begin{aligned}
& =\frac{1}{2} e \int_{P}^{Q} R d s \\
& =-\frac{1}{2} e \int_{P}^{Q} \frac{V}{\partial s} d s \\
& =-\frac{1}{2} e\left(V_{P}-V_{Q}\right) .
\end{aligned}
$$

This, however, is exactly the contribution made by the charges $\pm e$ at $P, Q$ to the expression $\frac{1}{2} \Sigma e V$. Thus on summing over all tubes of force, we find that the total energy of the field $\frac{1}{2} \Sigma_{e} V$ may be obtained exactly, by assigning energy to the ether at the rate of $\frac{R^{2}}{8 \pi}$ per unit volume.

## Energy in a Dielectric.

169. By imagining the parallel plate condenser of § 168 filled with dielectric of inductive capacity $K$, and calculating the energy when charged, we find that the energy, if spread through the dielectric, must be $\frac{K R^{2}}{8 \pi}$ per unit volume.

Let us now examine whether the total energy of any field can be regarded as arising from a contribution of this amount per unit volume. The energy contained in a single tube of force, with the notation already used, will be

$$
\int_{P}^{e} \frac{K R^{2}}{8 \pi} \omega d s
$$

or, since $\frac{K R}{4 \pi}=P$, where $P$ is the polarisation, this energy

$$
\begin{aligned}
& =\int_{P}^{Q} \frac{1}{2} R P \omega d s \\
& =\frac{1}{2} e \int_{P}^{e} R d s \\
& =\frac{1}{2} e\left(V_{P}-V_{Q}\right),
\end{aligned}
$$

so that the total energy is $\frac{1}{2} \Sigma_{e} V$, as before. Thus a distribution of energy of amount $\frac{K R^{2}}{8 \pi}$ per unit volume will account for the energy of any field.

## Crystalline dielectrics.

170. We have seen (§ 152) that in a crystalline dielectric, the components of polarisation and of electric intensity will be connected by equations of the form

$$
\left.\begin{array}{l}
4 \pi f=K_{11} X+K_{21} Y+K_{21} Z  \tag{80}\\
4 \pi g=K_{13} X+K_{23} Y+K_{m 2} Z \\
4 \pi h=K_{13} X+K_{23} Y+K_{35} Z
\end{array}\right\}
$$

The energy of any distribution of electricity, no matter what the dielectric may be, will be $\frac{1}{2} \Sigma E V$. If $V_{1}, V_{2}$ are the potentials at the two ends of a unit tube, the part of this sum which is contributed by the charges at the ends of this tube will be $\frac{1}{2}\left(V_{1}-V_{2}\right)$. If $\partial / \partial s$ denote differentiation along the tube, this may be written $-\frac{1}{2} \int \frac{\partial V}{\partial s} d s$, or again $-\frac{1}{2} \int \frac{\partial V}{\partial s} P \omega d s$, where $P$ is the polarisation, and $\omega$ the cross section of the tube. Thus the energy may be supposed to be distributed at the rate of $-\frac{1}{2} \frac{\partial V}{\partial s} P$ per unit volume. If $\epsilon$ is the angle between the direction of the polarisation and that of the electric intensity, we have $-\frac{\partial V}{\partial s}=R \cos e$, so that the energy per unit volume

$$
\begin{equation*}
=\frac{1}{2} R P \cos \epsilon=\frac{1}{2}(f X+g Y+h Z) . \tag{90}
\end{equation*}
$$

In a slight increase to the electric charges, the change in the energy of the system is, by $\S 109$, equal to $\Sigma V \delta E$, so that the change in the energy per unit volume of the medium is

$$
\delta W=X \delta f+Y \delta g+Z \delta h .
$$

Thus

$$
\begin{equation*}
\frac{\partial W}{\partial f^{\prime}}=X, \quad \frac{\partial W}{\partial g}=Y, \quad \frac{\partial W}{\partial h}=Z . \tag{91}
\end{equation*}
$$

From formulae (89) and (90), we must have

$$
\begin{aligned}
W & =\frac{1}{2}(f X+g Y+h Z) \\
& =\frac{1}{8 \pi}\left\{K_{11} X^{2}+\left(K_{12}+K_{21}\right) X Y+\ldots\right\},
\end{aligned}
$$

from which

$$
\frac{\partial W}{\partial X}=\frac{1}{4 \pi}\left\{K_{11} X+\frac{1}{2}\left(K_{12}+K_{21}\right) Y+\frac{1}{2}\left(K_{12}+K_{\mathrm{n}}\right) Z\right\} .
$$

We must also have

$$
\begin{aligned}
\frac{\partial W}{\partial \bar{X}} & =\frac{\partial W}{\partial f} \frac{\partial f}{\partial X}+\frac{\partial W}{\partial g} \frac{\partial g}{\partial \bar{X}}+\frac{\partial W}{\partial h} \frac{\partial h}{\partial X} \\
& =\frac{1}{4 \pi}\left\{K_{11} X+K_{21} Y+K_{21} Z\right\} .
\end{aligned}
$$

Comparing these expressions, we see that we must have

$$
K_{29}=K_{21}, \quad K_{19}=K_{31}, \quad K_{23}=K_{10}
$$

The energy per unit volume is now

$$
\begin{equation*}
W=\frac{1}{8 \pi}\left(K_{11} X^{2}+2 K_{12} X Y+\ldots\right) \tag{92}
\end{equation*}
$$

## Maxwell's Displacement Titeory.

171. Maxwell attempted to construct a picture of the phenomena occurring in the electric field by means of his conception of "electric displacement." Electric intensity, according to Maxwell, acting in any mediumwhether this medium be a conductor, an insulator, or free ether-produces a motion of electricity through the medium. It is clear that Maxwell's conception of electricity, as here used, must be wider than that which we have up to the present boen using, for electricity, as we have so far understood it, is incapable of moving through insulators or free ether. Maxwell's motion of electricity in conductors is that with which we are already familiar. As we have seen, the motion will continue so long as the electric intensity continues to exist. According to Maxwell, there is also a motion in an insulator or in free ether, but with the difference that the electricity cannot travel indefinitely through these media, but is simply displaced a small distance within the medium in the direction of the electric intensity, the extent of the displacement in isotropic media being exactly proportional to the intensity, and in the same direction.

The conception will perhaps be understood more clearly on comparing a conductor to a liquid and an insulator to an elastic solid. A small particle immersed in a liquid will continue to move through the liquid so long as there is a force acting on it, but a particle immersed in an elastic solid will be merely "displaced" by a force acting on it. The amount of this displacement will be proportional to the force acting, and when the force is removed, the particle will return to its original position.

Thus at any point in any medium the displacement has magnitude and direction. The displacement, then, is a vector, and its component in any direction may be measured by the total quantity of electricity per unit area which has crossed a small area perpendicular to this direction, the quantity being measured from a time at which no electric intensity was acting.
172. Suppose, now, that an electric field is gradually brought into existence, the field at any instant being exactly similar to the final field except that the intensity at each point is less than the final intensity in some definite ratio $\kappa$. Let the displacement be $c$ times the intensity, so that when the intensity at any point is $\kappa R$, the displacement is $c \kappa R$. The direction of this displacement is along the lines of force, so that the electricity may be regarded as moving through the tubes of force: the lines of force become identical now with the current-lines of a stream, to which they have already been compared.

Let us consider a small element of volume cut off by two adjacent equipotentials and a tube of force. Let the cross section of the tube of force be $\omega$, and the normal distance between the equipotentials where they meet the tube of force be $d s$, so that the element under consideration is of volume $\omega d s$. On increasing the intensity from $\kappa R$ to $(\kappa+d \kappa) R$, there is an increase of displacement from $c \kappa R$ to $c(\kappa+d \kappa) R$, and therefore an additional displacement of electricity of amount cRdк per unit area.

Thus of the electricity originally inside the small element of volume, a quantity $c R \omega d \kappa$ flows out across one of the bounding equipotentials, whilst an equal quantity flows in


Fia. 52. across the other. Let $V_{1}, V_{i}$ be the potentials of these surfaces, then the whole work done in displacing the electricity originally inside the element of volume $\omega d s$, is exactly the work of transferring a quantity $c R d \kappa$ of electricity from potential $V_{1}$ to potential $V_{2}$. It is therefore $c R \omega\left(V_{2}-V_{1}\right) d \kappa$ and, since $V_{2}-V_{1}=\kappa R d s$, this may be written as $c R^{\imath} \omega d s \kappa d \kappa$. Thus as the intensity is increased from 0 to $R$, the total work spent in displacing the electricity in the element of volume $\omega d s$

$$
=\int_{0}^{1} c R^{2}(\omega d s) \kappa d \kappa=\frac{1}{2} c R^{2} . \omega d s .
$$

This work, on Maxwell's theory, is simply the energy stored up in the element of volume $\omega d$ of the medium, and is therefore equal to $\frac{R^{2}}{8 \pi} \omega d s$. Thus $c$ must be taken equal to $\frac{1}{4 \pi}$, and the displacement at any point is measured by

If the element of volume is taken in a dielectric of inductive capacity $K$, the energy is $\frac{K R^{2}}{8 \pi}$, so that $c=\frac{K}{4 \pi}$, and the displacement is

$$
\frac{K R}{4 \pi}
$$

173. It is now evident that Maxwell's "displacement" is identical in magnitude and direction with Faraday's "polarisation" introduced in Chap. v.

Denoting either quantity by $P$, we had the relation

$$
\iint P \cos \epsilon d S=E
$$

expressing that the normal component of $P$ integrated over any closed surface is equal to the total charge inside. On Maxwell's interpretation of the quantity $P$, the surface integral $\iint P \cos \epsilon d S$ simply measures the total quantity of electricity which has crossed the surface from inside to outside. Thus equation (93) expresses that the total outward displacement across any closed surface is equal to the total charge inside.

If we now follow Maxwell in supposing that electricity is of two kinds,
(i) the kind which appears as a charge on an electrified body,
(ii) the kind which Maxwell imagines to occupy the whole of space, and to undergo displacement when electric action takes place,
then it appears that any increase of electricity of kind (i) inside any closed surface is accompanied by an exactly equal decrease of electricity of kind (ii). In other words the sum total of the two kinds of electricity inside any closed surface remains constant.
174. It will be understood that Maxwell's theory of electrical displacement attempts to give a physical picture of the processes of the electric field, but that the truth of the picture is by no means essential to the mathematical theory of electricity. The displacement theory is historically important because it led Maxwell to the hypothesis of displacement currents which form the foundation of his electromagnetic theory of light (Chap. xvir). But we shall see later that the general electromagnetic theory can be developed without the preliminary displacement theory. The displacement theory has served as part of the scaffolding by which the electromagnetic theory was constructed; whether the scaffolding ought now to be discarded remains an open question.

## CHAPTER VII

## general analytical theorems

Green's Theorem.
175. A theorem, first given by Green, and commonly called after him, enables us to express an integral taken over the surfaces of a number of bodies as an integral taken through the space between them. This theorem naturally has many applications to Electrostatic Theory. It supplies a means of handling analytically the problems which Faraday treated geometrically with the help of his conception of tubes of force.
176. Theorem. If $u, v, w$ are continuous functions of the Cartesian coordinates $x, y, z$, then

$$
\begin{equation*}
\Sigma \iint(l u+m v+n w) d S=-\iiint\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) d x d y d z \tag{94}
\end{equation*}
$$

Here $\Sigma$ denotes that the surface integrals are summed over any number of closed surfaces, which may include as special cases either
(i) one of finite size which encloses all the others, or
(ii) an imaginary sphere of infinite radius,
and $l, m, n$ are the direction-cosines of the normal drawn in every case from the element $d S$ into the space between the surfaces. The volume integral is taken throughout the space between the surfaces.

Consider first the value of $\iint \frac{\partial u}{\partial x} d x d y d z$. Take any small prism with its axis parallel to that of $x$, and of cross section $d y d z$. Let it meet the surfaces at $P, Q, R, S, T, U, \ldots$ (fig. 53), cutting off areas $d S_{P}, d S_{q}, d S_{R}, \ldots$.

The contribution of this prism to $\iiint \frac{\partial u}{\partial x} d x d y d z$ is $d y d z \int \frac{\partial u}{\partial x} d x$, where the integral is taken over those parts of the prism which are between the surfaces.

Thus

$$
\begin{aligned}
\int \frac{\partial u}{\partial x} d x & =\int_{P}^{Q} \frac{\partial u}{\partial x} d x+\int_{R}^{s} \frac{\partial u}{\partial x} d x+\ldots \\
& =-u_{P}+u_{Q}-u_{R}+u_{s}-\ldots
\end{aligned}
$$

where $u_{P}, u_{q}, u_{R}, \ldots$ are the values of $u$ at $P, Q, R, \ldots$. Also, since the projection of each of the areas $d S_{p}, d S_{q}, \ldots$ on the plane of $y z$ is $d y d z$, we have

$$
d y d z=l_{P} d S_{P}=-l_{Q} d S_{Q}=l_{R} d S_{R}=\ldots
$$

where $l_{P}, l_{Q}, l_{R}, \ldots$ are the values of $l$ at $P, Q, R, \ldots$. The signs in front of $l_{P}, l_{Q}, l_{R}, \ldots$ are alternately positive and negative, because, as we proceed along $P Q R \ldots$, the normal drawn into the space between the surfaces makes angles which are alternately acute and obtuse with the positive axis of $\boldsymbol{x}$.


Thus

$$
\begin{align*}
d y d z \int \frac{\partial u}{\partial x} d x & =d y d z\left(-u_{P}+u_{Q}-u_{R}+\ldots\right) \\
& =-l_{P} u_{P} d S_{P}-l_{Q} u_{Q} d S_{Q}-l_{R} u_{R} d S_{R}-\ldots \tag{95}
\end{align*}
$$

and on adding the similar equations obtained for all the prisms we obtain

$$
\begin{equation*}
\iiint \frac{\partial u}{\partial x} d x d y d z=-\Sigma \iint l u d S \tag{96}
\end{equation*}
$$

the terms on the right-hand sides of equations of the type (95) combining so as exactly to give the term on the right-hand side of (96).

We can treat the functions $v$ and $w$ similarly, and so obtain altogether

$$
\iiint\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) d x d y d z=-\Sigma \iint(l u+m v+n w) d S
$$

proving the theorem.
177. If $u, v, w$ are the three components of any vector $F$, then the expression

$$
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}
$$

is denoted, for reasons which will become clear later, by div $\mathbf{F}$. If $N$ is the component of the vector in the direction of the normal $(l, m, n)$ to $d S$, then

$$
N=l u+m v+n w .
$$

Thus Green's 'Theorem assumes the form

$$
\begin{equation*}
\iiint \operatorname{div} \mathbf{F} d x d y d z=-\Sigma \iint N d S \tag{97}
\end{equation*}
$$

A vector $F$ which is such that $\operatorname{div} \mathbf{F}=0$ at every point within a certain region is said to be "solenoidal" within that region. If $F$ is solenoidal within any region, Green's Theorem shews that

$$
\iint N d S=0
$$

where the integral is taken over any closed surface inside the region within which $\boldsymbol{F}$ is solenoidal. Two instances of a solenoidal vector have so far occurred in this book-the electric intensity in free space, and the polarisation in an uncharged dielectric
178. Integration through space external to closed surfaces. Let the outer surface be a sphere at infinity, say a sphere of radius $r$, where $r$ is to be made infinite in the limit. The value of

$$
\iint(l u+m v+n w) d S
$$

taken over this sphere will vanish if $u, v$, and $w$ vanish more rapidly at infinity than $\frac{1}{r^{2}}$. Thus, if this condition is satisfied, we have that

$$
\iiint\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) d x d y d z=-\Sigma \iint(l u+m v+n w) d S
$$

where the volume integration is taken through all space external to certain closed surfaces, and the surface integration is taken over these surfaces, $\boldsymbol{l}, \boldsymbol{m}, \boldsymbol{n}$ being the direction-cosines of the outward normal.
179. Integration through the interior of a closed surface. Let the inner surfaces in fig. 53 all disappear, then we have

$$
\iiint\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) d x d y d z=-\iint(l u+m v+n w) d S
$$

where the volume integration is throughout the space inside a closed surface, and the surface integration is over this area, $l, m, n$ being the directioncosines of the inward normal to the surface.
180. Integration through a region in which $u, v, w$ are discontinuous. The only case of discontinuity of $u, v, w$ which possesses any physical importance is that in which $u, v, w$, change discontinuously in value in crossing certain surfaces, these being finite in number. To treat this case, we enclose each surface of discontinuity inside a surface drawn so as to fit it closely on
both sides. In the space left, after the interiors of such closed surfaces have been excluded, the functions $u, v, w$ are continuous. We may accordingly apply Green's Theorem, and obtain

$$
\begin{align*}
\iiint\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) d x d y d z= & -\Sigma \iint(l u+m v+n w) d S \\
& -\Sigma^{\prime} \iint(l u+m v+n w) d S \tag{98}
\end{align*}
$$

where $\Sigma$ denotes summation over the closed surfaces by which the original space was limited, and $\Sigma^{\prime}$ denotes summation over the new clused surfaces which surround surfaces of discontinuity of $u, v, w$. Now corresponding to any element of area $d S$ on a surface of discontinuity there will be two elements of area of the enclosing surface. Let the direction-cosines of the two normals to $d S$ be $l_{2}, n_{1}, n_{1}$ and $l_{2}, m_{2}, n_{2}$, so that $l_{1}=-l_{2}, m_{1}=-m_{2}$, and $n_{1}=-n_{2}$. Let these direction-cosines be those of normals drawn from $d S$ to the two sides of the surface, which we shall denote by 1 and 2 , and let the values of $u, v, w$ on the two sides of the surface of discontinuity at the clement $d S$ be $u_{1}, v_{1}, w_{1}$ and $u_{2}, v_{2}, w_{2}$. Then clearly the two elements of the enclosing surface, which fit against the element $d S$ of
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$$
\Sigma^{\prime} \iint(l u+m v+n w) d S
$$

an amount

$$
d S\left[\left(l_{1} u_{1}+m_{1} v_{1}+n_{1} w_{1}\right)+\left(l_{2} u_{2}+m_{2} v_{2}+n_{2} w_{2}\right)\right]
$$

or

$$
\left\{h_{1}\left(u_{1}-u_{3}\right)+m_{1}\left(v_{1}-v_{2}\right)+n_{1}\left(w_{1}-w_{2}\right)\right\} d S .
$$

Thus the whole value of $\Sigma^{\prime} \iint(l u+m v+n w) d S$ may be expressed in the form

$$
\Sigma^{\prime \prime} \iint\left\{l_{1}\left(u_{1}-u_{3}\right)+m_{1}\left(v_{1}-v_{2}\right)+m_{1}\left(w_{1}-w_{2}\right)\right\} d S
$$

where the integration is now over the actual surfaces of discontinuity. Thus Green's Theorem becomes

$$
\begin{align*}
\iiint\left(\frac{\partial u}{\partial x}+\right. & \left.\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) d x d y d z \\
& =-\Sigma \iint(l u+m v+n w) d S \\
& -\Sigma^{\prime \prime} \iint\left\{l_{1}\left(u_{1}-u_{3}\right)+m_{1}\left(v_{1}-v_{3}\right)+n_{1}\left(w_{1}-w_{3}\right)\right\} d S \tag{99}
\end{align*}
$$

## Special Form of Green's Theorem.

181. An important case of the theorem occurs when $u, v, w$ have the special values

$$
\begin{aligned}
u & =\Phi \frac{\partial \Psi}{\partial x} \\
v & =\Phi \frac{\partial \Psi}{\partial y} \\
w & =\Phi \frac{\partial \Psi}{\partial z}
\end{aligned}
$$

where $\Phi$ and $\Psi$ are any functions of $x, y$ and $z$. The value of $(l u+m v+n w)$ is now

$$
\begin{gathered}
\Phi\left(l \frac{\partial \Psi}{\partial x}+m \frac{\partial \Psi}{\partial y}+n \frac{\partial \Psi}{\partial z}\right) \\
\Phi \frac{\partial \Psi}{\partial n}
\end{gathered}
$$

or
where $\frac{\partial}{\partial n}$ denotes differentiation along the normal, of which the directioncosines are $l, m, n$.

We also have

$$
\begin{aligned}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z} & =\frac{\partial}{\partial x}\left\{\Phi \frac{\partial \Psi}{\partial x}\right\}+\frac{\partial}{\partial y}\left\{\Phi \frac{\partial \Psi}{\partial y}\right\}+\frac{\partial}{\partial z}\left\{\Phi \frac{\partial \Psi}{\partial z}\right\} \\
& =\frac{\partial \Phi}{\partial x} \frac{\partial \Psi}{\partial x}+\frac{\partial \Phi}{\partial y} \frac{\partial \Psi}{\partial y}+\frac{\partial \Phi}{\partial z} \frac{\partial \Psi}{\partial z}+\Phi\left(\frac{\partial^{2} \Psi}{\partial x^{2}}+\frac{\partial^{2} \Psi}{\partial y^{2}}+\frac{\partial^{2} \Psi}{\partial z^{2}}\right)
\end{aligned}
$$

Thus the theorem becomes
$\iiint\left\{\Phi \nabla \cdot \Psi+\frac{\partial \Phi}{\partial x} \frac{\partial \Psi}{\partial x}+\frac{\partial \Phi}{\partial y} \frac{\partial \Psi}{\partial y}+\frac{\partial \Phi}{\partial z} \frac{\partial \Psi}{\partial z}\right\} d x d y d z=-\Sigma \iint \Phi \frac{\partial \Psi}{\partial n} d S \ldots(100)$.
This theorem is true for all values of $\Phi$ and $\Psi$, so that we may interchange $\Phi$ and $\Psi$, and the equation remains true. Subtracting the equation so obtained from equation (100), we get

$$
\iiint\left(\Phi \nabla^{\mathrm{x}} \Psi-\Psi \nabla^{\mathrm{a}} \Phi\right) d x d y d z=-\Sigma \iint\left(\Phi \frac{\partial \Psi}{\partial n}-\Psi \frac{\partial \Phi}{\partial n}\right) d S
$$

## Applications of Green's Theorem.

182. In equation (101), put $\Phi=1$ and $\Psi=V$, where $V$ denotes the electrostatic potential. We obtain

$$
\iiint \nabla^{2} V d x d y d z=-\Sigma \iint \frac{\partial V}{\partial n} d S .
$$

Let us divide the sum on the right into $I_{1}$, the integral over a single closed surface enclosing any number of conductors, and $I_{2}$, the integrals over the surfaces of the conductors. Thus

$$
I_{1}=-\iint \frac{\partial V}{\partial n} d S
$$

where $\frac{\partial}{\partial n}$ denotes differentiation along the normal drawn into the surface. Thus $-\frac{\partial V}{\partial n}$ is equal to the component of intensity along this normal, and therefore to $-N$, where $N$ is the component along the outward normal. Hence

$$
I_{1}=-\iint N d S
$$

At the surface of a conductor $\frac{\partial V}{\partial n}=-4 \pi \sigma$, so that

$$
\begin{aligned}
I_{\mathbf{2}} & =4 \pi \Sigma \iint \sigma d S \text { over conductors } \\
& =4 \pi \times \text { total charge on conductors. }
\end{aligned}
$$

If there is any volume electrification, $\nabla^{2} V=-4 \pi \rho$, so that

$$
\iiint \nabla^{2} V d x d y d z=-4 \pi \iiint \rho d x d y d z,
$$

and the integral on the right represents the total volume electrification.
Thus equation (102) becomes
$\iint N d S=4 \pi \times$ (total charge on conductors + total volume electrification), so that the theorem reduces to Gauss' Theorem.
183. Next put $\Phi$ and $\Psi$ each equal to $V$. Then equation (100) becomes

$$
\begin{aligned}
\iiint V \nabla^{2} V d x d y d z+\iiint\left\{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right\} & d x d y d z \\
& +\Sigma \iint V \frac{\partial V}{\partial n} d S=0
\end{aligned}
$$

Take the surfaces now to be the surfaces of conductors, and a sphere of radius $r$ at infinity. At infinity $V$ is of order $\frac{1}{r}$, so that $\frac{\partial V}{\partial n}$ is of order $\frac{1}{r^{2}}$, and hence $V \frac{\partial V}{\partial n}$, integrated over the sphere at infinity, vanishes (§ 178).

The equation becomes

$$
-4 \pi \iiint \rho V d x d y d z+\iiint R^{2} d x d y d z-4 \pi \iint V \sigma d S=0
$$

The first and last terms together give $-4 \pi \times \Sigma e V$, where $c$ is any element of charge, either of volume-electrification or surface-electrification. Thus the whole equation becomes

$$
\frac{1}{2} \stackrel{\Sigma}{ } e V=\iiint \frac{R^{2}}{8 \pi} d x d y d z
$$

shewing that the energy may be regarded as distributed through the space outside the conductors, to the amount $\frac{R^{3}}{8 \pi}$ per unit volume-the result already obtained in § 168.
184. In Green's Theorem, take

$$
\begin{aligned}
u & =\Phi\left(K \frac{\partial \Psi}{\partial x}\right) \\
v & =\Phi\left(K \frac{\partial \Psi}{\partial y}\right) \\
w & =\Phi\left(K \frac{\partial \Psi}{\partial z}\right)
\end{aligned}
$$

Here $K$ is ultimately to be taken to be the indictive capacity, which may vary discontinuously on crossing the boundary between two dielectrics. We accordingly suppose $u, v, w$ to be discontinuous, and use Green's 'Theorem in the form given in § 180. We have then

$$
\begin{align*}
\iiint K & \left\{\frac{\partial \Phi}{\partial x} \frac{\partial \Psi}{\partial x}+\frac{\partial \Phi}{\partial y} \frac{\partial \Psi}{\partial y}+\frac{\partial \Phi}{\partial z} \frac{\partial \Psi}{\partial z}\right\} d x d y d z \\
& +\iiint \Phi\left\{\frac{\partial}{\partial x}\left(K \frac{\partial \Psi}{\partial x}\right)+\frac{\partial}{\partial y}\left(K \frac{\partial \Psi}{\partial y}\right)+\frac{\partial}{\partial z}\left(K \frac{\partial \Psi}{\partial z}\right)\right\} d x d y d z \\
= & -\Sigma \iint K \Phi\left(l \frac{\partial \Psi}{\partial x}+m \frac{\partial \Psi}{\partial y}+n \frac{\partial \Psi}{\partial z}\right) d S \\
& -\Sigma^{\prime \prime} \iint\left\{l_{1}\left(K_{1} \Phi_{1} \frac{\partial \Psi_{1}}{\partial x}-K_{2} \Phi_{2} \frac{\partial \Psi_{2}}{\partial x}\right)+\ldots\right\} d S \\
= & -\Sigma \iint K \Phi \frac{\partial \Psi}{\partial n} d S \\
& -\Sigma^{\prime \prime} \iint\left(K_{1} \Phi_{1} \frac{\partial \Psi_{1}}{\partial \nu_{1}}+K_{2} \Phi_{2} \frac{\partial \Psi_{2}}{\partial \nu_{2}}\right) d S \ldots \ldots \ldots \ldots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ~
\end{align*}
$$

where $\frac{\partial}{\partial \nu_{1}}, \frac{\partial}{\partial \nu_{2}}$ have the meanings assigned to them in $\S 140$.
If we put $\Phi=1, \Psi=V$, in this equation, it reduces, as in $\S 130$, to

$$
\iint K \frac{\partial V}{\partial n} d S=-4 \pi \times \text { total charge inside surface, }
$$

so that the result is that of the extension of Gauss' Theorem. Again, if we put $\Phi=\Psi=V$, the equation becomes

$$
\iiint \frac{K R^{2}}{8 \pi} d x d y d z=\frac{1}{2} \Sigma e V,
$$

and the result is that of $\S 169$.

## Green's Reciprocation Theorem.

185. In equation (101), put $\Phi=V, \Psi=V^{\prime}$, where $V$ is the potential of one distribution of electricity, and $V^{\prime}$ is that of a second and independent distribution. The equation becomes

$$
\iiint\left(\rho V^{\prime}-\rho^{\prime} V\right) d x d y d z+\Sigma \iint\left(\sigma V^{\prime}-\sigma^{\prime} V\right) d S=0,
$$

which is simply the theorem of $\S 102$, namely

$$
\begin{equation*}
\Sigma e V^{\prime}=\Sigma e^{\prime} V \tag{104}
\end{equation*}
$$

If we assign the same values to $\Phi, \Psi$ in equation (103), we again obtain equation (104), which is now seen to be applicable when dielectrics are present.

## Uniqueness of Solution.

186. We can use Green's Theorem to obtain analytical proofs of the theorems already given in § 99 .

Theorem. If the value of the potential $V$ is known at every point on a number of closed surfaces by which a space is bounded internally and externally, there is only one value for $V$ at every point of this intervening space, which satisfies the condition that $\nabla^{2} V$ either vanishes or has an assigned value, at every point of this space.

For, if possible, let $V, V^{\prime}$ denote two values of the potential, both of which satisfy the requisite conditions. Then $V^{\prime}-V=0$ at every point of the surfaces, and $\nabla^{2}\left(V^{\prime}-V\right)=0$ at every point of the space. Putting $\Phi$ and $\Psi$ each equal to $V^{\prime}-V$ in equation (100), we obtain

$$
\iiint\left\{\left(\frac{\partial\left(V^{\prime}-V\right)}{\partial x}\right)^{2}+\left(\frac{\partial\left(V^{\prime}-V\right)}{\partial y}\right)^{2}+\left(\frac{\partial\left(V^{\prime}-V\right)}{\partial z}\right)^{2}\right\} d x d y d z=0
$$

and this integral, being a sum of squares, can only vanish through the vanishing of each term. We must therefore have

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(V^{\prime}-V\right)=\frac{\partial}{\partial y}\left(V^{\prime}-V\right)=\frac{\partial}{\partial z}\left(V^{\prime}-V\right)=0 . \tag{105}
\end{equation*}
$$

$\qquad$
or $V^{\prime}-V$ equal to a constant. And since $V^{\prime}-V$ vanishes at the surfaces, this constant must be zero, so that $V=V^{\prime}$ everywhere, i.e. the two solutions $V$ and $V^{\prime}$ are identical : there is only one solution.
187. Theorem. Given the value of $\frac{\partial V}{\partial n}$ at every point of a number of closed surfaces, there is only one possible value for $V$ (except for additive constants), at each point of the intervening space, subject to the condition that $\nabla^{2} V=0$ throughout this space, or has an assigned value at each point.

The proof is almost identical with that of the last theorem, the only difference being that at every point of the surfaces we have

$$
\frac{\partial}{\partial n}\left(V^{\prime}-V\right)=0,
$$

instead of the former condition $V^{\prime}-V=0$. We still have

$$
\Sigma \iint\left(V^{\prime}-V\right) \frac{\partial}{\partial n}\left(V^{\prime}-V\right) d S=0,
$$

so that equation (105) is true, and the result follows as before, except that $V$ and $V^{\prime}$ may now differ by a constant.
188. Theorems exactly similar to these last two theorems are easily seen to be true when the dielectric is different from air.

For, let $V, V^{\prime}$ be two solutions, such that

$$
\frac{\partial}{\partial x}\left\{K \frac{\partial}{\partial x}\left(V-V^{\prime}\right)\right\}+\frac{\partial}{\partial y}\left\{K \frac{\partial}{\partial y}\left(V-V^{\prime}\right)\right\}+\frac{\partial}{\partial z}\left\{K \frac{\partial}{\partial z}\left(V-V^{\prime}\right)\right\}=0
$$

at all points of the space, and at the surface either $V-V^{\prime}=0$, or $\frac{\partial}{\partial n}\left(V-V^{\prime}\right)=0$.

By Green's Theorem

$$
\left.\begin{array}{rl} 
& \iiint K\left[\left\{\frac{\partial\left(V-V^{\prime}\right)}{\partial x}\right\}^{2}+\left\{\frac{\partial\left(V-V^{\prime}\right)}{\partial y}\right\}^{2}\right.
\end{array}+\left\{\frac{\partial\left(V-V^{\prime}\right)}{\partial z}\right\}^{2}\right] d x d y d z \quad \begin{aligned}
&=-\iiint\left(V-V^{\prime}\right)\left[\frac{\partial}{\partial x}\left\{K \frac{\partial}{\partial x}\left(V-V^{\prime}\right)\right\}\right. \\
&+\frac{\partial}{\partial y}\left\{K \frac{\partial}{\partial y}\left(V-V^{\prime}\right)\right\} \\
&+\left.+\frac{\partial}{\partial z}\left\{K \frac{\partial}{\partial z}\left(V-V^{\prime}\right)\right\}\right] d x d y d z \\
&+ \leq \int K\left(V-V^{\prime}\right) \frac{\partial}{\hat{\partial} n}\left(V-V^{\prime}\right) d S
\end{aligned}
$$

$=0$ by hypothesis.
Equation (105) now follows as before, so that the result is proved.

## Comparisons of different fields.

189. Theorem. If any number of surfuces are fixed in position, and a given churge is placed on euch surfice, then the energy is a minimum when the charges are placed so that every surface is an equipotential.

Let $V^{\prime}$ be the actual potential at any point of the field, and $V$ the putential when the electricity is arranged so that each surface is
an equipotential. Calling the corresponding energies $W^{\prime}$ and $W$, we have

$$
\begin{aligned}
W^{\prime}-W= & \frac{1}{8 \pi} \iiint\left\{\left(\frac{\partial V^{\prime}}{\partial x}\right)^{2}-\left(\frac{\partial V}{\partial x}\right)^{2}+\ldots\right\} d x d y d z \\
= & \frac{1}{8 \pi} \iiint\left\{\left(\frac{\partial V^{\prime}}{\partial x}-\frac{\partial V}{\partial x}\right)^{2}+\ldots\right\} d x d y d z \\
& +\frac{1}{8 \pi} \iiint\left\{2\left(\frac{\partial V^{\prime}}{\partial x}-\frac{\partial V}{\partial x}\right) \frac{\partial V}{\partial x}+\ldots\right\} d x d y d z .
\end{aligned}
$$

If we put $\Phi=V, \Psi=V^{\prime}-V$, in equation (100), we find that the last integral becomes

$$
-\Sigma \frac{1}{4 \pi} \iint V\left(\frac{\partial V^{\prime}}{\partial n}-\frac{\partial V}{\partial n}\right) d S
$$

or, since $V$ is by hypothesis constant over each conductor,

$$
\Sigma V \iint\left(\sigma^{\prime}-\sigma\right) d S
$$

and this vanishes since each total charge $\iint \sigma^{\prime} d S$ is the same as the corresponding total charge $\iint \sigma d S$. Thus

$$
W^{\prime}-W=\frac{1}{8 \pi} \iiint\left\{\left(\frac{\partial V^{\prime}}{\partial x}-\frac{\partial V}{\partial x}\right)^{2}+\ldots\right\} d x d y d z
$$

This integral is essentially positive, so that $W^{\prime}$ is greater than $W$, which proves the theorem.

If any distribution is suddenly set free and allowed to flow so that the surface of each conductor becomes an equipotential, the loss of energy $W^{\prime}-W$ is seen to be equal to the energy of a field of potential $V^{\prime}-V$ at any point.
190. Theorem. The introduction of a new conductor lessens the energy of the field.

Let accented symbols refer to the field after a new conductor $S$ has been introduced, insulated and uncharged. Then

$$
\begin{aligned}
W-W^{\prime}= & \frac{1}{8 \pi} \iiint R^{2} d x d y d z \text { through the field before } S \text { is introduced } \\
& -\frac{1}{8 \pi} \iiint R^{\prime 2} d x d y d z \text { through the field after } S \text { is introduced } \\
= & \frac{1}{8 \pi} \iiint R^{2} d x d y d z \text { through the space ultimately occupied by } S \\
& +\frac{1}{8 \pi} \iiint\left(R^{2}-R^{\prime 2}\right) \text { through the field after } S \text { is introduced. }
\end{aligned}
$$

The last integral

$$
=\frac{1}{8 \pi} \iiint\left\{\left(\frac{\partial V}{\partial x}\right)^{2}-\left(\frac{\partial V^{\prime}}{\partial x}\right)^{2}+\ldots\right\} d x d y d z
$$

and this, as in the last theorem, is equal to

$$
\begin{gathered}
\frac{1}{8 \pi} \iiint\left\{\left(\frac{\partial V}{\partial x}-\frac{\partial V^{\prime}}{\partial x}\right)^{2}+\ldots\right\} d x d y d z \\
\quad+\frac{1}{4 \pi} \Sigma V^{\prime} \iint\left(\frac{\partial V}{\partial n}-\frac{\partial V^{\prime}}{\partial n}\right) d S
\end{gathered}
$$

where $\Sigma$ denotes summation over all conductors, including $\boldsymbol{S}$.
This last sum of surface integrals vanishes, so that

$$
\begin{aligned}
W-W^{\prime}= & \frac{1}{8 \pi} \iiint R^{2} d x d y d z \text { through } S \\
+ & \frac{1}{8 \pi} \iiint\left\{\left(\frac{\partial V}{\partial x}-\frac{\partial V^{\prime}}{\partial x}\right)^{2}+\ldots\right\} d x d y d z \text { through the field after } \\
& S \text { has been introduced. }
\end{aligned}
$$

Thus $W-W^{\prime}$ is essentially positive, which proves the theorem.
On putting the new conductor to the earth, it follows from the preceding theorem that the energy is still further lessened.
191. Theorem. Any increase in the inductive capacity of the dielectric between conductors lessens the energy of the field.

Let the conductors of the field be supposed fixed in position and insulated, so that their total charge remains unaltered. Let the inductive capacity at any point change from $K$ to $K+\delta K$, and as a consequence let the potential change from $V$ to $V+\delta V$, and the total energy of the field from $W$ to $W+\delta W$.

If $E_{1}, E_{2}, \ldots$ denote the total charges of the conductors, $V_{1}, V_{2}, \ldots$ their potentials, and $\rho$ the volume density at any point,

$$
W=\frac{1}{2} \Sigma E V+\frac{1}{2} \iiint \rho V d x d y d z
$$

so that, since the $E$ 's and $\rho$ remain unaltered by changes in $K$, we have

$$
\begin{equation*}
\delta W=\frac{1}{2} \Sigma E \delta V+\frac{1}{2} \iiint \rho \delta V d x d y d z \tag{106}
\end{equation*}
$$

We also have

$$
W=\frac{1}{8} \pi \iiint K\left\{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right\} d x d y d z
$$

so that

$$
\begin{aligned}
\delta W=\frac{1}{8 \pi} \iint & \int\left\{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right\} \delta K d x d y d z \\
& +\frac{1}{4 \pi} \iiint K\left\{\frac{\partial V}{\partial x} \frac{\partial \delta V}{\partial x}+\frac{\partial V}{\partial y} \frac{\partial \delta V}{\partial y}+\frac{\partial V}{\partial z} \frac{\partial \delta V}{\partial z}\right\} d x d y d z \ldots(107) .
\end{aligned}
$$

By Green's Theorem, the last line

$$
\begin{aligned}
= & -\frac{1}{4 \pi} \iiint \delta V\left\{\frac{\partial}{\partial x}\left(K \frac{\partial V}{\partial x}\right)+\frac{\partial}{\partial y}\left(K \frac{\partial V}{\partial y}\right)+\frac{\partial}{\partial z}\left(K \frac{\partial V}{\partial z}\right)\right\} d x d y d z \\
& -\Sigma \frac{1}{4 \pi} \iint \delta V\left\{l K \frac{\partial V}{\partial x}+m K \frac{\partial V}{\partial y}+n K \frac{\partial V}{\partial z}\right\} d S
\end{aligned}
$$

the summation of surface integrals being over the surfaces of all the conductors,

$$
\begin{aligned}
& =\iiint \rho \delta V d x d y d z+\Sigma \iint \sigma \delta V d S \\
& =\iiint \rho \delta V d x d y d z+\Sigma E \delta V \\
& =2 \delta W
\end{aligned}
$$

by equation (106). Thus equation (107) becomes
so that

$$
\delta W=\frac{1}{8 \pi} \iiint R^{x} \delta K d x d y d z+2 \delta W
$$

$$
\delta W=-\frac{1}{8 \pi} \iiint R^{2} \delta K d x d y d s
$$

Thus $\delta W$ is necessarily negative if $\delta K$ is positive, proving the theorem.
It is worth noticing that, on the molecular theory of dielectrics, the increase in the inductive capacity of the dielectric at any point will be most readily accomplished by introducing new molecules. If, as in Chap. v, these molecules are regarded as uncharged conductors, the theorem just proved becomes, identical with that of \$ 190.

## Earnshaw's Theorem.

192. Theorem. A charged body placed in an electric field of force cannot rest in stable equilibrium under the influence of the electric forces alone.

Let us suppose the charged body $A$ to be in any position, in the field of force produced by other bodies $B, B^{\prime}, \ldots$. First suppose all the electricity on $A, B, B^{\prime}, \ldots$ to be fixed in position on these conductors. Let $V$ denote the potential, at any point of the field, of the electricity on $B, B^{\prime}, \ldots$. Let $x, y, z$ be the coordinates of any definite point in $A$, say its centre of gravity, and let $x+a, y+b, z+c$ be the coordinates of any other point. The potential energy of any element of charge $e$ at $x+a, y+b, z+c$ is $e V$, where $V$ is evaluated at $x+a, y+b, z+c$. Denoting $e V$ by $w$, we clearly have

$$
\frac{\partial^{2} w}{\partial x^{2}}+\frac{\partial^{2} w}{\partial y^{2}}+\frac{\partial^{2} w}{\partial z^{2}}=0
$$

since $V$ is a solution of Laplace's equation.

Let $W$ be the total energy of the body $A$ in the field of force from $B, B^{\prime}, \ldots$. Then $W=\Sigma w$, and therefore

$$
\frac{\partial^{2} W}{\partial x^{2}}+\frac{\partial^{2} W}{\partial y^{2}}+\frac{\partial^{2} W}{\partial z^{2}}=0,
$$

i.e. the sum $W=\Sigma w$ satisfies Laplace's equation, because this equation is satisfied by the terms of the sum separately. It follows from this equation, as in $\S 52$, that $W$ cannot be a true maximum or a true minimum for any values of $x, y, z$. Thus, whatever the position of the body $A$, it will always be possible to find a displacement-i.e. a change in the values of $x, y, z$-for which $W$ decreases. If, after this displacement, the electricity on the conductors $A, B, B^{\prime}, \ldots$ is set free, so that each surface becomes an equipotential, it follows from § 189 that the energy of the field is still further lessened. Thus a displacement of the body $A$ has been found which lessens the energy of the field, and therefore the body $A$ cannot rest in stable equilibrium.

One physical application of Earnshaw's Theorem is of extreme importance. The theorem shews that an electron cannot rest in stable equilibrium under the forces of attraction and repulsion from other charges, so long as these forces are supposed to obey the law of the inverse square of the distance. Thus, if a molecule is to be regarded as a cluster of electrons and positive charges, as in § 151, then the law of force must be something different from that of the inverse square.

There seems to be no difticulty about the supposition that at very small distances the law of force is different from the inverse square. On the contrary, there would be a very real difficulty in supposing that the law $1 / r^{2}$ held down to zero values of $r$. For the force between two charges at zero distance would be infinite; we should have charges of opposite sign continually rushing together and, when once together, no force would be adequate to separate them. Thus the universe would in time consist only of doublets, each consisting of permanently interlocked positive and negative charges. If the law $1 / r^{2}$ held down to zero values of $r$, the distance apart of the charges would be zero, so that the strength of each doublet would be nil, and there would be no way of detecting its presence. Thus the matter in the universe would tend to shrink into nothing or to diminish indefinitely in size. The observed permanence of matter precludes any such hyprithesis.

Earnshaw's Theorem accordingly limits us to two alternatives. Either the molecule does not consist of a cluster of electrons in relative rest, or else the law of the inverse square fails at molecular distances.

Recent experimental investigations decide very definitely against the second alternative and in favour of the first. Recent experiments on the deflection of the positively charged $a$-particles by matter indicate that the law of the inverse square holds down to distances of the order of $10^{-11} \mathrm{cms}$., a distance which is less than a thousandth part of the radius or the hydrogen atom, and a large mass of other evidence suggests, with a probability approximating to certainty, that the electrons in an atom or molecule must be in rapid orbital motion. Thus the problem of the structure of the molecule is removed from the province of Earnshaw's Theorem.

## Stresses in the Medium.

193. Let us take any surface $S$ in the medium, enclosing any number of charges at points and on surfaces $S_{1}, S_{2}, \ldots$.

Let $l, m, n$ be the direction-cosines of the normal at any point of $S_{1}, S_{2}, \ldots$ or $S$, the normal being supposed drawn, as in Green's Theorem, into the space between the surfaces.

The total mechanical force acting on all the matter inside this surface is compounded of a force $e R$ in the direction of the intensity acting on every point charge or element of volume-charge $e$, and a force $2 \pi \sigma^{2}$ or $\frac{1}{2} \sigma R$ per unit area on each element of conducting surface. If $\mathbf{X}, \mathbf{Y}, \mathbf{Z}$ are the components parallel to the axes of the total mechanical force,

$$
\begin{aligned}
\mathbf{X} & =\Sigma e X+\Sigma \iint \frac{1}{2} \sigma X d S \\
& =\iiint \rho X d x d y d z+\Sigma \iint \frac{1}{2} \sigma X d S,
\end{aligned}
$$

where the surface integral is taken over all conductors $S_{1}, S_{2}, \ldots$ inside the surface $\mathbf{S}$, and the volume integral throughout the space between $\mathbf{S}$ and these surfaces. Substituting for $\rho$ and $\sigma$,

$$
\begin{align*}
\mathrm{X}= & \frac{1}{4 \pi} \iiint\left(\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}\right) \frac{\partial V}{\partial x} d x d y d z \\
& +\frac{1}{4 \pi} \Sigma \iint \frac{1}{2}\left(l \frac{\partial V}{\partial x}+m \frac{\partial V}{\partial y}+n \frac{\partial V}{\partial z}\right) \frac{\partial V}{\partial x} d S \tag{108}
\end{align*}
$$

By Green's Theorem,

$$
\begin{aligned}
\iiint \frac{\partial^{2} V}{\partial x^{2}} \frac{\partial V}{\partial x} d x d y d z= & \frac{1}{2} \iiint \frac{\partial}{\partial x}\left(\frac{\partial V}{\partial x}\right)^{2} d x d y d z \\
= & -\frac{1}{2} \Sigma \iint l\left(\frac{\partial V}{\partial x}\right)^{2} d S-\frac{1}{2} \iint l\left(\frac{\partial V}{\partial x}\right)^{2} d \mathrm{~S}, \\
\iiint \frac{\partial^{2} V}{\partial y^{2}} \frac{\partial V}{\partial x} d x d y d z= & -\iiint \frac{\partial V}{\partial y} \frac{\partial}{\partial y}\left(\frac{\partial V}{\partial x}\right) d x d y d z \\
& -\Sigma \iint m \frac{\partial V}{\partial x} \frac{\partial V}{\partial y} d S-\iint m \frac{\partial V}{\partial x} \frac{\partial V}{\partial y} d \mathrm{~S} .
\end{aligned}
$$

Now

$$
\begin{aligned}
\iiint \frac{\partial V}{\partial y} \frac{\partial}{\partial y}\left(\frac{\partial V}{\partial x}\right) d x d y d z & =\iiint \frac{1}{2} \frac{\partial}{\partial x}\left(\frac{\partial V}{\partial y}\right)^{2} d x d y d z \\
& =-\Sigma \iint \frac{1}{2} l\left(\frac{\partial V}{\partial y}\right)^{2} d S-\iint \frac{1}{2} l\left(\frac{\partial V}{\partial y}\right)^{2} d \mathrm{~S},
\end{aligned}
$$

so that the last equation becomes

$$
\begin{aligned}
\iiint \frac{\partial^{2} V}{\partial y^{2}} \frac{\partial V}{\partial x} d x d y d z= & \left.\Sigma \iiint \frac{1}{2} l\left(\frac{\partial V}{\partial y}\right)^{2}-m \frac{\partial V}{\partial x} \frac{\partial V}{\partial y}\right\} d S \\
& +\iint\left\{\frac{1}{2} l\left(\frac{\partial V}{\partial y}\right)^{2}-m \frac{\partial V}{\partial x} \frac{\partial V}{\partial y}\right\} d \mathbf{S}
\end{aligned}
$$

and there is a similar value for

$$
\iiint \frac{\partial^{3} V}{\partial z^{2}} \frac{\partial V}{\partial x} d x d y d s
$$

Substituting these values, equation (108) becomes

$$
\begin{aligned}
\mathrm{X}= & \frac{1}{4 \pi} \Sigma \iint\left\{\frac{1}{2} l\left[\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right]-\frac{1}{2} m \frac{\partial V}{\partial x} \frac{\partial V}{\partial y}-\frac{1}{2} n \frac{\partial V}{\partial x} \frac{\partial V}{\partial z}\right\} d S \\
& -\frac{1}{4 \pi} \iint\left\{\frac{1}{2} l\left[\left(\frac{\partial V}{\partial x}\right)^{2}-\left(\frac{\partial V}{\partial y}\right)^{2}-\left(\frac{\partial V}{\partial z}\right)^{2}\right]+m \frac{\partial V}{\partial x} \frac{\partial V}{\partial y}+n \frac{\partial V}{\partial x} \frac{\partial V}{\partial z}\right\} d \mathbf{S .}
\end{aligned}
$$

Since we have at every point of the surface of a conductor

$$
\frac{\partial V}{\partial x}=\frac{\partial V}{\partial y}=\frac{\partial V}{\partial z} .
$$

it follows that the integral over each conductor vanishes, leaving only the integral with respect to $d \mathrm{~S}$, which gives
where

$$
\begin{gathered}
\mathrm{X}=-\iint\left(l P_{x z}+m P_{x y}+n P_{z z}\right) d \mathrm{~S}, \\
P_{x x}=\frac{1}{8 \pi}\left(X^{2}-Y^{2}-Z^{2}\right), \\
P_{x y}=\frac{1}{4 \pi} X I, \\
P_{x z}=\frac{1}{4 \pi} X Z .
\end{gathered}
$$

If we write also

$$
\begin{aligned}
& P_{y y}=\frac{1}{8 \pi}\left(Y^{2}-Z^{3}-X^{2}\right), \\
& P_{z z}=\frac{1}{8 \pi}\left(Z^{2}-X^{2}-Y^{2}\right), \\
& P_{y z}=\frac{1}{4 \pi} Y Z,
\end{aligned}
$$

the resultant force parallel to the axis of $Y$ will be

$$
\mathbf{Y}=-\iint\left(l P_{x y}+m P_{y y}+n P_{y z}\right) d \mathbf{S}
$$

and there is a similar value for $Z$. The action is therefore the same (cf. §159) as if there was a system of stresses of components

$$
P_{x x}, P_{y y}, P_{z z}, P_{y z}, P_{x z}, P_{x y},
$$

given by the above equations : i.e. these may be regarded as the stresses of the medium.
194. It remains to investigate the couples on the system inside $S$. If $\mathrm{L}, \mathrm{M}, \mathrm{N}$ are the moments of the resultant couple about the axes of $x, y, z$, we have

$$
\begin{aligned}
L= & \iiint \rho(y Z-z Y) d x d y d z+\frac{1}{2} \Sigma \iint \sigma(y Z-\varepsilon Y) d S \\
= & \frac{1}{4 \pi} \iiint\left(\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}\right)\left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right) d x d y d z \\
& +\frac{1}{8 \pi} \Sigma \iint\left(l \frac{\partial V}{\partial x}+m \frac{\partial V}{\partial y}+n \frac{\partial V}{\partial z}\right)\left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right) d S .
\end{aligned}
$$

Now

$$
\begin{aligned}
\iiint \frac{\partial^{s} V}{\partial x^{2}} & \left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right) d x d y d z \\
= & -\iiint \frac{\partial V}{\partial x} \frac{\partial}{\partial x}\left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right) d x d y d z \\
& -\Sigma \iint l \frac{\partial V}{\partial x}\left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right) d S-\iint l \frac{\partial V}{\partial x}\left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right) d S
\end{aligned}
$$

so that

$$
\begin{align*}
& L=-\frac{1}{4 \pi} \iiint\left\{\frac{\partial V}{\partial x} \frac{\partial}{\partial x}\left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right)\right. \\
&+\frac{\partial V}{\partial y} \frac{\partial}{\partial y}\left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right) \\
&\left.+\frac{\partial V}{\partial z} \frac{\partial}{\partial z}\left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right)\right\} d x d y d z \\
&-\frac{1}{8 \pi} \Sigma \iint\left(l \frac{\partial V}{\partial x}+m \frac{\partial V}{\partial y}+n \frac{\partial V}{\partial z}\right)\left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right) d S  \tag{110}\\
&-\frac{1}{4 \pi} \iint\left(l \frac{\partial V}{\partial x}+m \frac{\partial V}{\partial y}+n \frac{\partial V}{\partial z}\right)\left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right) d \mathrm{~S} \ldots \ldots \ldots \ldots . .
\end{align*}
$$

The first term in this expression

$$
\begin{align*}
= & -\frac{1}{4 \pi} \iiint\left\{y\left(\frac{\partial V}{\partial x} \frac{\partial^{2} V}{\partial x} \frac{\partial z}{z z}+\frac{\partial V}{\partial y} \frac{\partial^{2} V}{\partial y \partial z}+\frac{\partial V}{\partial z} \frac{\partial^{2} V}{\partial z^{2}}\right)\right. \\
& \left.-\varepsilon\left(\frac{\partial V}{\partial x} \frac{\partial^{2} V}{\partial x \partial y}+\frac{\partial V}{\partial y} \frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial V}{\partial z} \frac{\partial^{2} V}{\partial y \partial z}\right)\right\} d x d y d s \\
= & -\frac{1}{8 \pi} \iiint\left(y \frac{\partial R^{2}}{\partial z}-z \frac{\partial R^{2}}{\partial y}\right) d x d y d z \\
= & \frac{1}{8 \pi} \Sigma \iint\left(y n R^{2}-z m R^{y}\right) d S+\frac{1}{8 \pi} \iint\left(y n R^{2}-z m R^{2}\right) d \mathrm{~S} . \tag{111}
\end{align*}
$$

The second term in expression (110) for L may, in virtue of the relations (109), be expressed in the form

$$
-\frac{1}{8 \pi} \Sigma \iint\left(y n R^{2}-z m R^{2}\right) d S,
$$

which is exactly cancelled by the first term in expression (111).

We are accordingly left with

$$
\begin{aligned}
\mathrm{L} & =\frac{1}{8 \pi} \iint\left\{\left(y n R^{2}-z m R^{2}\right)-2\left(l \frac{\partial V}{\partial x}+m \frac{\partial V}{\partial y}+n \frac{\partial V}{\partial z}\right)\left(y \frac{\partial V}{\partial z}-z \frac{\partial V}{\partial y}\right)\right\} d \mathrm{~S} \\
& =-\iint\left\{y\left(l P_{x z}+m P_{y z}+n P_{z z}\right)-z\left(l P_{x y}+m P_{y y}+n P_{y z}\right)\right\} d \mathrm{~S},
\end{aligned}
$$

verifying that the couples are also accounted for by the supposed system of ether-stresses.
195. Thus the stresses in the ether are identical with those already found in Chapter VI, and these, as we have seen, may be supposed to consist of a tension $\frac{R^{2}}{8 \pi}$ per unit area across the lines of force, and a pressure $\frac{R^{2}}{8 \pi}$ per unit area in directions perpendicular to the lines of force.

## Mechanical Forces on Dielectrics in the Field.

196. Let us begin by considering a field in which there are no surfice charges, and no discontinuities in the structure of the dielectrics. We shall afterwards be able to treat surface-charges and discontinuities as limiting cases.

Let us suppose that the mechanical forces on material bodies are $\Xi, \mathrm{H}, \mathrm{Z}$ per unit volume at any typical point $x, y, z$ of this field.

Let us displace the material bodies in the field in such a way that the point $x, y, z$ comes to the point $x+\delta x, y+\delta y, z+\delta z$. The work done in the whole field will be

$$
\begin{equation*}
=-\iiint(\equiv \delta x+\mathrm{H} \delta y+\mathrm{Z} \delta z) d x d y d z \tag{112}
\end{equation*}
$$

and this must shew itself in an equal increase in the electric energy. The electric energy $W$ can be put in either of the forms

$$
\begin{aligned}
& W=W_{1} \equiv \frac{1}{2} \iiint \rho V d x d y d z \\
& W=W_{2} \equiv \frac{1}{8 \pi} \iiint K\left\{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right\} d x d y d z .
\end{aligned}
$$

When the displacement takes place, there will be a slight varintion in the distribution of electricity and a slight alteration of the potential. There is also a slight change in the value of $K$ at any point owing to the motion of the dielectrics in the field. Thus we can put

$$
\begin{aligned}
& \delta W=\delta W_{1}=\left(\delta W_{1}\right)_{P}+\left(\delta W_{1}\right)_{V}, \\
& \delta W=\delta W_{2}=\left(\delta W_{2}\right)_{K}+\left(\delta W_{2}\right)_{V},
\end{aligned}
$$

where $\left(\delta W_{1}\right)_{\rho}$ denotes the change produced in the function $W_{1}$ by the varia-
tion of electrical density alone, $\left(\delta W_{1}\right)_{\boldsymbol{V}}$ that produced by the variation of potential alone, and so on.

We have

$$
\begin{aligned}
& \left(\delta W_{1}\right)_{V}=\frac{1}{2} \iiint \rho \delta V d x d y d z \\
& \left(\delta W_{2}\right)_{V}=\frac{1}{4 \pi} \iiint K\left(\frac{\partial V}{\partial x} \frac{\partial \delta V}{\partial x}+\frac{\partial V}{\partial y} \frac{\partial \delta V}{\partial y}+\frac{\partial V}{\hat{\epsilon} z} \frac{\partial \delta V}{\partial z}\right) d x d y d z .
\end{aligned}
$$

By Green's Theorem, the last expression transforms into

$$
\begin{aligned}
\left(\delta W_{2}\right)_{V} & =-\frac{1}{4 \pi} \iiint \delta V\left\{\frac{\partial}{\partial x}\left(K \frac{\partial V}{\partial x}\right)+\frac{\partial}{\partial y}\left(K \frac{\partial V}{\partial y}\right)+\frac{\partial}{\partial z}\left(K \frac{\partial V}{\partial z}\right)\right\} d x d y d z \\
& =\iiint \rho \delta V d x d y d z, \\
\text { that } & 2\left(\delta W_{1}\right)_{V}=\left(\delta W_{2}\right)_{V} .
\end{aligned}
$$

We accordingly have

$$
\delta W=2 \delta W_{1}-\delta W_{2}=2\left(\delta W_{1}\right)_{\rho}-\left(\delta W_{2}\right)_{\pi}
$$

the variation produced by alterations in $V$ no longer appearing.
Now

$$
\begin{aligned}
& \left(\delta W_{1}\right)_{\rho}=\frac{1}{2} \iiint \delta \rho V d x d y d z \\
& \left(\delta W_{z}\right)_{K}=\frac{1}{8 \pi} \iiint \delta K\left\{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right\} d x d y d z
\end{aligned}
$$

so that

$$
\begin{equation*}
\delta W=\iiint\left\{V \delta \rho-\frac{R^{2}}{8 \pi} \delta K\right\} d x d y d z . \tag{113}
\end{equation*}
$$

The change in $\rho$ is due to two causes. In the first place, the electrification at $x, y, z$ was originally at $a-\delta x, y-\delta y, z-\delta z$, so that $\delta \rho$ has as part of its value

$$
\begin{equation*}
-\frac{\partial \rho}{\partial x} \delta x-\frac{\partial \rho}{\partial y} \delta y-\frac{\partial \rho}{\partial z} \delta z \tag{114}
\end{equation*}
$$

Again, the element of volume $d x d y d z$ becomes changed by displacement into an clement
or

$$
\begin{array}{r}
\left\{d x+\frac{\partial}{\partial x}(\delta x) d x\right\}\left\{d y+\frac{\partial}{\partial y}(\delta y) d y\right\}\left\{d z+\frac{\partial}{\partial z}(\delta z) d z\right\}, \\
d x d y d z\left(1+\frac{\partial \delta . x}{\partial x}+\frac{\partial \delta y}{\partial y}+\frac{\partial \delta z}{\partial z}\right) \ldots \ldots \ldots \ldots
\end{array}
$$

so that, even if there were no motion of translation, an original charge $\rho d x d y d z$ would after displacement occupy the volume given by expression (115), and this would give an increase in $\rho$ of amount

$$
-\rho\left(\frac{\partial \delta x}{\partial x}+\frac{\partial \delta y}{\partial y}+\frac{\partial \delta z}{\partial z}\right) .
$$

Combining the two parts of $\delta \rho$ given by expressions (114) and (115), we find

$$
\delta \rho=-\left\{\frac{\partial}{\partial x}(\rho \delta x)+\frac{\partial}{\partial y}(\rho \delta y)+\frac{\partial}{\partial z}(\rho \delta z)\right\} .
$$

The change in $K$ is also due to two causes. In the first place the point which in the displaced position is at $a, y, z$ was originally at $a-\delta x, y-\delta y$, s- $\delta \boldsymbol{z}$. Hence as part of the value in $\delta K$ we have

$$
-\frac{\partial K}{\partial x} \delta x-\frac{\partial K}{\partial y} \delta y-\frac{\partial K}{\partial z} \delta z .
$$

Also, with the displacement, the density of the medium is changed, so that its molecular structure is changed, and there is a corresponding change in $K$. If we denote the density of the medium by $\tau$, and the increase in $\tau$ produced by the displacement by $\delta \tau$, the increase in $K$ due to this cause will be

$$
\frac{\partial K}{\partial \tau} \delta \tau
$$

and we know, as in equation (116), that

$$
\delta \tau=-\tau\left(\frac{\partial \delta x}{\partial x}+\frac{\partial \delta y}{\partial y}+\frac{\partial \delta z}{\partial z}\right) .
$$

We now have, as the total value of $\delta K$,

$$
\begin{aligned}
\delta K= & -\frac{\partial K}{\partial x} \delta x-\frac{\partial K}{\partial y} \delta y-\frac{\partial K}{\partial z} \delta z \\
& -\tau \frac{\partial K}{\partial \tau}\left(\frac{\partial \delta x}{\partial x}+\frac{\partial \delta y}{\partial y}+\frac{\partial \delta z}{\partial z}\right),
\end{aligned}
$$

and hence, on substituting in equation (113) for $\delta \rho$ and $\delta K$,

$$
\begin{aligned}
\delta W= & -\iiint V\left\{\begin{array}{c}
(\rho \delta x) \\
\partial x
\end{array}+\frac{\partial(\rho \delta y)}{\partial y}+\frac{\partial(\rho \delta z)}{\partial z}\right\} d x d y d s \\
& +\iiint \frac{R^{2}}{8 \pi}\left(\frac{\partial K}{\partial x} \delta x+\frac{\partial K}{\partial y} \delta y+\frac{\partial K}{\partial z} \delta z\right) d x d y d z \\
& +\iiint \frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}\left(\frac{\partial \delta x}{\partial x}+\frac{\partial \delta y}{\partial y}+\frac{\partial \delta z}{\partial z}\right) d x d y d z .
\end{aligned}
$$

Integrating by parts, this becomes

$$
\begin{aligned}
\delta W= & \iiint\left(\frac{\partial V}{\partial x} \rho \delta x+\frac{\partial V}{\partial y} \rho \delta y+\frac{\partial V}{\partial z} \rho \delta z\right) d x d y d z \\
& +\iiint \frac{R^{2}}{8 \pi}\left(\frac{\partial K}{\partial x} \delta x+\frac{\partial K}{\partial y} \delta y+\frac{\partial K}{\partial z} \delta z\right) d x d y d z \\
& -\iiint\left\{\frac{\partial}{\partial x}\left(\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}\right) \delta x+\frac{\partial}{\partial y}\left(\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}\right) \delta y+\frac{\partial}{\partial z}\left(\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}\right) \delta z\right\} d x d y d z,
\end{aligned}
$$

or, rearranging the terms,
$\delta W=\iiint\left\{\left[\rho \frac{\partial V}{\partial x}+\frac{R^{2}}{8 \pi}\left(\frac{\partial K}{\partial x}\right)-\frac{\partial}{\partial x}\left(\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}\right)\right] \delta x+[\ldots] \delta y+[\ldots] \delta z\right\} d x d y d z$.
Comparing with expression (112), we obtain

$$
E=-\rho \frac{\partial V}{\partial x}-\frac{R^{2}}{8 \pi} \frac{\partial K}{\partial x}+\frac{\partial}{\partial x}\left(\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}\right)
$$

etc., giving the body forces acting on the matter of the dielectric.
197. This may be written in the form

$$
\Xi=\rho X-\frac{R^{2}}{8 \pi} \frac{\partial K}{\partial x}+\frac{\partial}{\partial x}\left(\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}\right) .
$$

Thus in addition to the force of components ( $\rho X, \rho Y, \rho Z$ ) acting on the charges of the dielectric, there is an additional torce of components

$$
-\frac{R^{2}}{8 \pi} \frac{\partial K}{\partial x}, \quad-\frac{R^{2}}{8 \pi} \frac{\partial K}{\partial y}, \quad-\frac{R^{2}}{8 \pi} \frac{\partial K}{\partial \varepsilon}
$$

arising from variations in $K$, and also a force of components

$$
\frac{\partial}{\partial x}\left(\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}\right), \quad \frac{\partial}{\partial y}\left(\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}\right), \quad \frac{\partial}{\partial z}\left(\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}\right)
$$

which occurs when either the intensity of the field or the structure of the dielectric varies from point to point.

## Stresses in Dielectric Media.

198. Replacing $\rho$ by its value, as given by Laplace's equation, we obtain equation (117) in the form

$$
\begin{aligned}
& \Xi=\frac{1}{8 \pi}\left\{2 \frac{\partial V}{\partial x}\right. {\left[\frac{\partial}{\partial x}\left(K \frac{\partial V}{\partial x}\right)+\frac{\partial}{\partial y}\left(K \frac{\partial V}{\partial y}\right)+\frac{\partial}{\partial z}\left(K \frac{\partial V}{\partial z}\right)\right] } \\
&\left.-\frac{\partial K}{\partial x}\left[\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right]+\frac{\partial}{\partial x}\left(R^{2} \tau \frac{\partial K}{\partial \tau}\right)\right\} \\
&=\frac{1}{8 \pi}\left\{-\frac{\partial}{\partial x}\left[K\left(\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right)\right]\right. \\
&+2 \frac{\partial V}{\partial x} \frac{\partial}{\partial x}\left(K \frac{\partial V}{\partial x}\right)+K \frac{\partial}{\partial x}\left(\frac{\partial V}{\partial x}\right)^{2} \\
&+2 \frac{\partial V}{\partial x} \frac{\partial}{\partial y}\left(K \frac{\partial V}{\partial y}\right)+K \frac{\partial}{\partial x}\left(\frac{\partial V}{\partial y}\right)^{2} \\
&+2 \frac{\partial V}{\partial x} \frac{\partial}{\partial z}\left(K^{\prime} \frac{\partial V}{\partial z}\right)+K \frac{\partial}{\partial x}\left(\frac{\partial V}{\partial s}\right)^{2} \\
&\left.+\frac{\partial}{\partial x}\left(R^{2} \tau \frac{\partial K}{\partial \tau}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
=\frac{1}{8 \pi}\left\{-\frac{\partial}{\partial x}\right. & {\left[K\left(\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right)\right] } \\
& +2 \frac{\partial}{\partial x}\left(K\left(\frac{\partial V}{\partial x}\right)^{2}\right)+2 \frac{\partial}{\partial y}\left(K \frac{\partial V}{\partial x} \frac{\partial V}{\partial y}\right)+2 \frac{\partial}{\partial z}\left(K \frac{\partial V}{\partial x} \frac{\partial V}{\partial z}\right) \\
& \left.+\frac{\partial}{\partial x}\left(R^{2} \tau \frac{\partial K}{\partial \tau}\right)\right\} .
\end{aligned}
$$

If we put

$$
\begin{align*}
& P_{x x}=\frac{K}{8 \pi}\left\{\left(\frac{\partial V}{\partial x}\right)^{2}-\left(\frac{\partial V}{\partial y}\right)^{2}-\left(\frac{\partial V}{\partial z}\right)^{2}\right\}+\frac{R^{3}}{8 \pi} \tau \frac{\partial K}{\partial \tau}  \tag{118}\\
& P_{x y}=\frac{K}{4 \pi} \frac{\partial V}{\partial x} \frac{\partial V}{\partial y}, \text { etc. } \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{119}
\end{align*}
$$

this becomes

$$
\Xi=\frac{\partial P_{x x}}{\partial x}+\frac{\partial P_{x y}}{\partial y}+\frac{\partial P_{x z}}{\partial z} .
$$

Let us suppose that a medium is subjected to a system of internal stresses $P_{x x}, P_{x y}$, etc.; and let it be found that a system of body forces of components $\Xi^{\prime}, \mathrm{H}^{\prime}, \mathrm{Z}^{\prime}$ is just sufficient to keep the medium at rest when under the action of these stresses. Then from equation (79) we must have

$$
\Xi^{\prime}=-\left(\frac{\partial P_{x x}}{\partial x}+\frac{\partial P_{x y}}{\partial y}+\frac{\partial P_{x z}}{\partial z}\right) .
$$

Thus if $P_{x x}, P_{x y}$, etc. have the values given by equations (118) and (119), we have

$$
E^{\prime}=-\Xi, \text { etc. }
$$

This shews that the mechanical force $\Xi$, II, Z reversed would just be in equilibrium with the system of stresses $P_{x x}, P_{x y}$, etc. given by equations (118) and (119). In other words, the mechanical forces which have been found to act on a dielectric can exactly be arcounted for by a system of stresses in the medium, these stresses being given by equations (118) and (119).
199. The system of stresses given by equations (118) and (119) can be regarded as the superposition of two systems:
I. A system in which

$$
P_{x x}=\frac{K}{8 \pi}\left(X^{2}-Y^{2}-Z^{2}\right), \quad P_{x y}=\frac{K X Y}{4 \pi}, \text { etc. } ;
$$

II. A system in which

$$
\begin{aligned}
& P_{x x}=P_{y y}=P_{z z}=R^{2} \tau \frac{\partial K}{\gamma \pi}, \\
& P_{x y}=P_{y z}=P_{z x}=0 .
\end{aligned}
$$

The first system is exactly $K$ times the system which has been found to occur in free ether, while the second system represents a hydrostatic pressure of amount

$$
-\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}
$$

(In general $\frac{\partial K}{\partial \tau}$ will be positive, so that this pressure will be negative, and must be interpreted as a tension.)

Hence, as in $\S 165$, the system of stresses may be supposed to consist of:
(i) a tension $\frac{K R^{2}}{8 \pi}$ per unit area in the direction of the lines of force;
(ii) a pressure $\frac{K R^{2}}{8 \pi}$ per unit area perpendicular to the lines of force;
(iii) a hydrostatic pressure of amount $-\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}$ in all directions.

The system of stresses we have obtained was first given by Helmholtz. The system differs from that given by Maxwell by including the pressure $-\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}$. The neglect of this pressure by Maswell, and by other writers who have followed him, does not appear to be defensible. Helmholtz has shewn that still further terms are required if the dielectaic is such that the value of $K$ changes when the medium is subjected to distortion without change of volume.
200. This system of stresses has not been proved to be the only system of stresses by which the mechanical forces can be replaced, and, as we have seen, it is not certain that the mechanical forces must be regarded as arising from a system of stresses at all, rather than from action at a distance.

It may be noticed, however, that whether or not these stresses actually exist, the resultant force on any piece of dielectric must be exactly the same as it would be if the stresses actually existed. For the resultant force on any piece of dielectric has a component $X$ parallel to the axis of $x$, given by

$$
\begin{aligned}
\mathrm{X} & =\iiint \equiv d x d y d z \\
& =\iiint\left(\frac{\partial P_{x x}}{\partial x}+\frac{\partial P_{x y}}{\partial y}+\frac{\partial P_{x z}}{\partial z}\right) d x d y d z \\
& =-\iint\left(l P_{x x}+n P_{x y}+n P_{z z}\right) d S
\end{aligned}
$$

by Green's Theorem, and this shews that the actual force is identical with what it would be if these stresses existed (cf. § 193).

Force on a charged conductor.
201. The mechanical force on the surface of a charged conductor immersed in a dielectric can be obtained at once by regarding it as produced by the stresses in the ether. There will be no stresses in the interior of the conductor, so that the force on its surface may be regarded as due to the tensions of the tubes of force in the dielectric. The tension is accordingly of amount

$$
\frac{K R^{2}}{8 \pi}+\frac{R^{2}}{8 \pi} \tau \frac{\partial K}{\partial \tau}
$$

per unit area, an expression which can be written in the simpler form

$$
\frac{R^{2}}{8 \pi} \frac{\partial}{\partial \tau}(K \tau)
$$

Force at boundary of a dielectric.
202. Let us consider the equilibrium of a dielectric at a surface of discontinuity, at which the lines of force undergo refraction on passing from one medium of inductive capacity $K_{2}$ to a second of inductive capacity $K_{\text {. }}$.

Let axes be taken so that the boundary is the plane of ay, while the lines of force at the point under consideration lie in the plane of $x z$. Let the components of intensity in the first medium be ( $X_{1}, 0, Z_{1}$ ), while the corresponding quantities in the second medium are ( $\boldsymbol{X}_{\mathbf{3}}, \mathbf{0}, \boldsymbol{Z}_{3}$ ). The boundary conditions obtained in § 137 require that

$$
X_{1}=X_{2}, \quad K_{1} Z_{1}=K_{2} Z_{2}=4 \pi h,
$$

where $h$ is the normal component of polarisation.
In view of a later physical interpretation of


Fra. 55. the forces, it will be convenient to regard these forces as divided up into the two systems mentioned in § 199, and to consider the contributions from these systems separately.

As regards the contribution from the first system, the force per unit area acting on the dielectric from the first medium has components

$$
\frac{K_{1}}{4 \pi} X_{1} Z_{1}, \quad 0, \quad \frac{K_{1}}{8 \pi}\left(Z_{1}^{2}-X_{1}^{2}\right),
$$

while that from the second medium has components

Since $K_{1} X_{1} Z_{1}=K_{2} X_{2} Z_{2}$, it follows that the resultant force on the boundary is parallel to $O z$-i.e. is normal to the surface. Its amount, measured as a tension dragging the surface in the direction from medium 1 to medium 2

$$
=\frac{K_{2}}{8 \pi}\left(Z_{2}^{2}-X_{2}^{2}\right)-\frac{K_{1}}{8 \pi}\left(Z_{1}^{2}-X_{2}^{2}\right)
$$

which after simplification can be shewn to be equal to

$$
\left(\frac{X_{1}{ }^{2}}{8 \pi}+\frac{2 \pi h^{2}}{K_{1} \bar{K}_{2}}\right)\left(K_{1}-K_{2}\right) .
$$

This is always positive if $K_{1}>K_{2}$. Thus this force invariably tends to drag the surface from the medium in which $K$ is greater, to that in which $K$ is less-i.e. to increase the region in which $K$ is large at the expense of the region in which $K$ is small. This normal force is exactly similar to the normal force on the surface of a conductor, which tends to increase the volume of the region enclosed by the conducting surface.

On Maxwell's Theory, the forces which have now been considered are the only ones in existence, so that according to this theory the total mechanical force is that just found, and the boundary forces ought always to tend to increase the region in which $K$ is large. This theory, as we have said, is incomplete, so that it is not surprising that the result just stated is not confirmed by experiment.

We now proceed to consider the action of the second system of forcesthe system of negative hydrostatic pressures. There are pressures per unit area of amounts

$$
-\frac{R_{1}^{2}}{8 \pi} \tau_{1} \frac{\partial K_{1}}{\partial \tau_{1}}, \quad-\frac{R_{2}^{2}}{8 \pi} \tau_{2} \frac{\partial K_{2}}{\partial \tau_{2}}
$$

acting respectively on the two sides of the boundary. There is accordingly a resultant tension of amount

$$
-\frac{1}{8 \pi}\left(R_{1}{ }^{2} \tau_{1} \frac{\partial K_{1}}{\partial \tau_{1}}-R_{3}{ }^{3} \tau_{2} \frac{\partial K_{9}}{\partial \tau_{9}}\right),
$$

per unit area, tending to drag the boundary surface from region 1 to region 2.
Thus the total tension per unit area, dragging the surface into region 1 , is

$$
\left(\frac{X_{1}{ }^{2}}{8 \pi}+\frac{2 \pi h^{2}}{K_{1} K_{2}}\right)\left(K_{1}-K_{2}\right)-\frac{1}{8 \pi}\left(R_{1}{ }^{2} \tau_{1} \frac{\partial K_{1}}{\partial \tau_{1}}-R_{2}{ }^{2} \tau_{2} \frac{\partial K_{2}}{\partial \tau_{2}}\right) \ldots \ldots(120) .
$$

In § 139, in considering a parallel plate condenser with a movable dielectric slab, we discovered the existence of a mechanical force tending to drag the dielectric in between the plates. This force is identical with the mechanical force just discussed. But we have now arrived at a mechanical interpretation of this force, for we can regard the pull on the dielectric as the resultant of the pulls of the tubes of force at the different parts of the surface of the dielectric.

Let us attempt to assign physical interpretations to the terins of expression (120) by considering their significance in this particular instance. Consider first a region in the condenser so far removed from the edges of the condenser and of the slab of dielectric, that the field may be treated as absolutely uniform (cf. fig. 44, p. 124). We put $K_{2}=1, X_{1}=0, R_{1}=\frac{4 \pi h}{K_{1}}$ in expression (120) and obtain

$$
\begin{equation*}
2 \pi h^{2}\left(\frac{K_{1}-1}{K_{1}}-\frac{\tau_{1}}{K_{1}^{2}} \frac{\partial K_{1}}{\partial \tau_{1}}\right) . . \tag{121}
\end{equation*}
$$

as the force per unit area on either face of the dielectric, acting normally outwards.

The forces will of course act in such a direction that they tend to decrease the electrostatic energy of the field. Now this energy is made up of contributions $2 \pi h^{2}$ per unit volume from air, and $\frac{2 \pi h^{2}}{K_{1}}$ per unit volume from the dielectric. From the conditions of the problem $h$ must remain unaltered. Thus the total energy can be decreased in either of two waysby increasing the volume occupied by dielectric and decreasing that occupied by air, or by increasing the value of $K$ in the dielectric. There will therefore be a tendency for the boundary of the dielectric to move in such a direction as to increase the volume occupied by dielectric, and also a tendency for this boundary to move so that $K$ will be increased by the consequent change of density. These two tendencies are represented by the two terms of expression (121).

If $\frac{\partial K}{\partial \tau}$ is negative, an expansion of the dielectric will both increase the volume occupied by the dielectric, and will also increase the value of $K$ inside the dielectric. In this case, then, both tendencies act towards an expansion of the dielectric, and we accordingly find that both terms in expression (121) are positive.

If $\frac{\partial K}{\partial \tau}$ is positive, the tendency to expansion, represented by the first (positive) term of expression (121) is checked by a tendency to contraction (to increase $\tau$, and therefore $K$ ) represented by the second (now negative) term of expression (121). If $\frac{\partial K}{\partial \tau}$ is not only positive, but is numerically large, expression (121) may be negative and the dielectric will contract. In this case the decrease in energy resulting on the increase of $K$ produced by contraction will more than outweigh the gain resulting from the diminution of the volume occupied by dielectric.

These considerations enable us to see the physical significance of all the terms in expression (120), except the first term $\frac{X_{1}{ }^{2}}{8 \pi}\left(K_{1}-1\right)$. To interpret this term we must examine the conditions near the edge of the dielectric slab, for it is only here that $X_{1}$ has a value different from zero. We see at once that this term represents a pull at and near the edge of the dielectric, tending to suck the dielectric further between the plates-in fact this force alone gives rise to the tendency to motion of the slab as a whole, which was discovered in § 139.

Returning to the gencral systems of forces of § 199, we may say that the first system (which as we have seen always tends to drag the surface of the dielectric into the region in which $K$ has the greater value) represents the tendency for the system to decrease its energy by increasing the volume occupied by dielectrics of large inductive capacity, whilst the second system (which tends to compress or expand the dielectric in such a way as to increase its inductive capacity) represents the tendency of the system to decrease its energy by increasing the inductive capacity of its dielectrics. That any increase in the inductive capacity is invariably accompanied by a decrease of energy has already been proved in $\S 191$.

## Electrostriction.

203. It will now be clear that the action of the various tractions on the surface of a dielectric must always be accompanied not only by a tendency for the dielectric to move as a whole, but also by a slight change in shape and dimensions of the dielectric as this yields to the forces acting on it. This latter phenomenon is known as electrostriction. It has been observed experimentally by Quincke and others. A convenient way of shewing its existence is to fill the bulb of a thermometer-tube with liquid, and place the whole in an electric field. The pulls on the surface of the glass result in an increase in the volume of the bulb, and the liquid is observed to fall in the tube. From what has already been said it will be clear that a dielectric may either expand or contract under the influence of electric forces.

The stresses in the interior of a dielectric, as given in § 199, may also be accompanied by mechanical deformation. Thus it has been observed by Kerr and others, that a piece of non-crystalline glass acquires crystalline properties when placed in an electric field. Such a piece of glass reflects light like a uniaxal crystal of which the optic axis is in the direction of the lines of force.

## Green's Equivalent Stratum.

204. Let $S$ be any closed surface enclosing a number of electric charges, and let $P$ be any point outside it. The potential at $P$ due to the charges inside $S$ is

$$
V_{P}=\iiint \frac{\rho}{r} d x d y d z
$$



Fig. 66.
where $r$ is the distance from $P$ to the element $d x d y d z$, and the integration extends throughout $S$. By Green's Theorem (equation (101))

$$
\iiint\left(U \nabla^{2} V-V \nabla^{2} U\right) d x d y d z=\iint\left(U \frac{\partial V}{\partial n}-V \frac{\partial U}{\partial n}\right) d S,
$$

where the normal is now drawn outwards from the surface $S$.
In this equation, put $U=\frac{1}{r}$, then, since $\nabla \cdot V=-4 \pi \rho$, we have as the value of the first term,

$$
\iiint U \nabla^{2} V d x d y d z=-4 \pi V_{P}
$$

And since $\nabla^{3} U=0$, the second term vanishes. The equation accordingly becomes

$$
\begin{equation*}
-4 \pi V_{P}=\iint\left\{\frac{1}{r}\left(\frac{\partial V}{\partial n}\right)-V \frac{\partial}{\partial n}\left(\frac{1}{r}\right)\right\} d S \tag{122}
\end{equation*}
$$

205. Suppose, first, that the surface $S$ is an equipotential. Then

$$
\begin{aligned}
\iint V \frac{\partial}{\partial n}\left(\frac{1}{r}\right) d S & =V \iint \frac{\partial}{\partial n}\left(\frac{1}{r}\right) d S \\
& =V \iiint \nabla^{2}\left(\frac{1}{r}\right) d x d y d s \\
& =0,
\end{aligned}
$$

so that equation (122) becomes

$$
\begin{equation*}
V_{P}=\iint \frac{\left(-\frac{1}{4 \pi} \frac{\partial V}{\partial n}\right)}{r} d S \tag{123}
\end{equation*}
$$

Thus the potential of apy system of charges is the same at every point outside any selected equipotential which surrounds all the charges, as that of a charge of electricity spread over this equipotential, and having surface density $-\frac{1}{4 \pi} \frac{\partial V}{\partial n}$. Obviously, in fact, if the equipotential is replaced by a conductor, this will be the denkity on its outer surface.
206. If the surface is not an equipotential, the term $\iint V \frac{\partial}{\partial n}\left(\frac{1}{r}\right) d S$ will not vanish. Since, however, $\Rightarrow \frac{\partial}{\partial n}\left(\frac{1}{r}\right)$ is the potential of a doublet of strength $\mu$ and direction that of the outward normal, it follows that $\iint V \frac{\partial}{\partial n}\left(\frac{1}{r}\right) d S$ is the potential of a system of doublets arranged over the surface $S$, the direction at every point being that of the outward normal, and the total strength of doublets per unit area at any point being $V$.

Thus the potential $V_{P}$ may be regarded as due to the presence on the surface $S$ of
(i) a surface density of electricity $-\frac{1}{4 \pi} \frac{\partial V}{\partial n}$;
(ii) a distribution of electric doublets, of strength $\frac{V}{4 \pi}$ per unit area, and direction that of the outwald normal.
207. Equation (122) expresses the potential at any point in the space outside $S$ in terms of the values of $V$ and $\frac{\partial V}{\partial n}$ over the boundary of this space. We have seen, however, that the value of the potential is uniquely determined by the values either of $V$ or of $\frac{\partial V}{\partial n}$ over the boundary of the space. In actual electrostatic problems, the boundaries are generally conductors, and therefore equipotentials. In this case equation (123) expresses the values of the potential in terms of $\frac{\partial V}{\partial n}$ only, amounting in fact simply to

$$
V_{P}=\iint \frac{\sigma}{r} d S .
$$

What is generally required is a knowledge of the value of $\nu_{p}$ in terms of the values of $V$ over the boundaries, and this the present method is unable to give. For special shapes of boundary, solutions have beep obtained by various special methods, and these it is proposed to discuss in the next chapter.

## EXAMPLES.

1. If the electricity in the field is confined to a given system of conductors at given potentials, and the inductive capacity of the dielectric is slightly altered according to any law such that at no point is it diminished, and such that the differential coefficients of the increment are also small at all points, prove that the energy of the field is increased.
2. A slab of dielectric of inductive capacity $K$ and of thickness $x$ is placed inside a parallel plate condenser so as to be parallel to the plates. Shew that the surface of the slab experiences a tension

$$
2 \pi \sigma^{2}\left\{1-\frac{1}{K}-x \frac{d}{d x}\left(\frac{1}{K}\right)\right\}
$$

3. For a gas $K=1+\theta \rho$, where $\rho$ is the density and $\theta$ is small. A conductor is immersed in the gas : shew that if $\theta^{2}$ is neglected the mechanical force on the conductor is $2 \pi \sigma^{2}$ per unit area Give a physical interpretation of this result.

## CHAPTER VIII

## METHODS FOR THE SOLUTION OF SPECIAL PROBLEMS

## The Method of Images.

Charge induced on an infinite uninsulated plane.
208. The potential at $P$ of charges $e$ at a point $A$ and $-e$ at another point $A^{\prime}$ is

$$
\begin{equation*}
V=\frac{e}{A P}-\frac{e}{A^{\prime} P} \tag{124}
\end{equation*}
$$

and this vanishes if $P$ is on the plane which bisects $A A^{\prime}$ at right angles. Call this piane the plane $S$. Then the above value of $V$ gives $V=0$ over the plane $S, V=0$ at infinity, and satisfies Laplace's equation in the region to the right of $S$, except at the point $A$, at which it gives a point charge $e$.
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These conditions, however, are exactly those which would have to be satisfied by the potential on the right of $S$ if $S$ were a conducting plane at zero potential under the influence of a charge $\boldsymbol{e}$ at $\boldsymbol{A}$. These conditions amount to a knowledge of the value of the potential at every point on the boundary of a certain region-namely, that to the right of the plane $S$-and of the charges inside this region. There is, as we know, only one value of the
potential inside this region which satisfies these conditions (cf. § 186), so that this value must be that given by equation (124).

To the right of $S$ the potential is the same, whether we have the charge $-e$ at $A^{\prime}$ or the charge on the conducting plane $S$. To the left of $S$ in the latter case there is no electric field. Hence the lines of force, when the plane $S$ is a conductor, are entirely to the right of $S$, and are the same as in the original field in which the two point-charges were present. The lines end on the plane $S$, terminating of course on the charge induced on $S$.

We can find the amount of this induced charge at any part of the plane by Coulomb's Law. Taking the plane to be the plane of $y z$, and the point $A$ to be the point $(a, 0 ; 0)$ on the axis of $x$, we have

$$
\begin{aligned}
4 \pi \sigma & =R=-\frac{\partial V}{\partial x} \\
& =-\frac{\partial}{\partial x}\left\{\frac{e}{\sqrt{(x-a)^{2}+y^{2}+z^{2}}}-\frac{e}{\sqrt{(x+a)^{3}+y^{2}+z^{2}}}\right\},
\end{aligned}
$$

where the last line has to be calculated at the point on the plane $S$ at which we require the density. We must therefore put $x=0$ after differentiation, and so obtain for the density at the point $0, y, z$ on the plane $S$,

$$
4 \pi \sigma=-\frac{2 a e}{\left(a^{2}+y^{2}+z^{2}\right)^{3}}
$$

or, if $a^{2}+y^{2}+z^{2}=r^{2}$, so that $r$ is the distance of the point on the plane $S$ from the point $A$,

$$
\sigma=-\frac{a e}{2 \pi r^{3}}
$$

Thus the surface density falls off inversely as the cube of the distance from the point $A$. The distribution of electricity on the plane is represented graphically in fig. 58, in which the thickness of the shaded part is proportional to the surface density of electricity. The negative electricity is, so to speak, heaped up near the point $A$ under the influence of the attraction of the charge at $A$. The field produced by this distribution of electricity on the plane $S$ at any point to the right of $S$ is, as we know, exactly the same as would be produced by the point charge $-e$ at $A^{\prime}$.
209. This problem affords the simplest illustration of a general method for the solution of electrostatic problems, which is known as the "method of images." The principle underlying this method is that of finding a system of electric
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stratum on its surface (cf. § 204). As this surface is an equipotential, we can imagine it to be replaced by a conductor and the charges on it will be in equilibrium. These charges now bccome charges induced on a conductor at potential zero by charges outside this conductor.

From the analogy with optical images in a mirror, the system of point charges which have to be combined with the original charges to produce zero potential over a conductor are spoken of as the "electrical images" of the original charges. For instance, in the example already discussed, the field is produced partly by the charge at $A$, partly by the charge induced on the infinite plane: the method of images enables us to replace the whole charge induced on the plane by a single point charge at $A^{\prime}$. So also, if $A$ were a candle placed in front of an infinite plane mirror, the illumination in front of the mirror would be produced partly by the candle at $A$, partly by the light reflected from the infinite mirror; the method of optical images enables us to replace the whole of this reflected light by the light from a single source at $A^{\prime}$.
210. In an electrostatic field produced by any number of point charges, we can, as we have seen, select any equipotential and replace it by a conductor. The charges on either side of this equipotential are then the "images" of those on the other side.

Thus if we can write the equation of any surface in the form

$$
\begin{equation*}
\frac{e}{r}+\frac{e^{\prime}}{r^{\prime}}+\frac{e^{\prime \prime}}{r^{\prime \prime}}+\ldots=0 \tag{125}
\end{equation*}
$$

where $r$ is the distance from a point outside the surface, and $r^{\prime}, r^{\prime \prime}, \ldots$ are the distances from points inside the surface, then we may say that charges $e^{\prime}, e^{\prime \prime}, \ldots$ at these latter points are the images of a charge $e$ at the former point.

The method of images may be applied in a similar way to two-dimensional problems. Suppose that the equation of a cylindrical surface can be expressed in the form

$$
0-2 e \log r-2 e^{\prime} \log r^{\prime}-2 e^{\prime \prime} \log r^{\prime \prime}-\ldots=0
$$

where $r$ is the perpendicular distance from a fixed line on one side of the surface, and $r^{\prime}, r^{\prime \prime}, \ldots$ are perpendicular distances from fixed lines on the other side. Then line-charges of line-densities $e^{\prime}, e^{\prime \prime}, \ldots$ at these latter lines may be taken to be the image of a line-charge of line-density $e$ at the former line.

Illustiations of the use of images in three dimensions are given in $\S$ § $211-219$. An illustration of the use of a two-dimensional image will be found in § 220 .

Charges induced on Intersecting planes.
211. It will be found that charges

$$
\begin{array}{rlrr}
0 & \text { at } x, & y, & 0, \\
-0 & \text { at }-x, & y, & 0, \\
-e & \text { at } x,-y, & 0, \\
e & \text { at }-x,-y, & 0
\end{array}
$$

give zero potential over the planes $x=0, y=0$. The potential of these charges is therefore the same, in the quadrant in which $x, y$ are both positive, as if the boundary of this quadrant were a conductor put to earth under the influence of a charge $e$ at the point $x, y, 0$.

It will be found that a conductor consisting of three planes intersecting at right angles can be treated in the same way.

212. The method of images also supplies a solution when the conductor consists of two planes intersecting at any angle of the form $\frac{\pi}{n}$, where $n$ is
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any positive integer. If we take polar coordinates, so that the two planes are $\theta=0, \theta=\frac{\pi}{n}$, and suppose the charge to be a charge $e$ at the point $r, \theta$, we shall find that charges

$$
\begin{aligned}
e \text { at }(r, \quad \theta),\left(r, \quad \theta+\frac{2 \pi}{n}\right), & \left(r, \quad \theta+\frac{4 \pi}{n}\right), \ldots, \\
-e \text { at }(r,-\theta),\left(r,-\left(\theta+\frac{2 \pi}{n}\right)\right), & \left(r,-\left(\theta+\frac{4 \pi}{n}\right)\right), \ldots,
\end{aligned}
$$

give zero potential over the planes

$$
\theta=0, \quad \theta=\frac{\pi}{n} .
$$

## Charge induced on a sphere.

213. The most obvious case, other than the infinite plane, of a surface whose equation can be expressed in the form (125), is a sphera.
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If $R, Q$ are any two inverse points in the sphere, and $P$ any point on the surface, we have

$$
R P: P Q=O C: O Q
$$

so that

$$
\frac{O Q}{P Q}-\frac{O C}{P \bar{R}}=0 .
$$

Thus the image of a charge $e$ at $Q$ is a charge $-e \frac{O C}{O Q}$ at $R$, or the image of any point at a distance $f$ from the centre of a sphere of radius $a$ is a charge $-\frac{e a}{f}$ at the inverse point, i.e. at a point on the same radius distant $\frac{a^{2}}{f}$ from the centre.

Let us take polar coordinates, having the centre of the sphere for origin and the line $O Q$ as $\theta=0$. Our result is that at any point $S$ outside the sphere, the potential due to a charge $e$ at $Q$ and the charge induced on the surface of tiee sphere, supposed put to earth, is

$$
\begin{gathered}
V=\frac{e}{Q S}-\frac{\frac{e a}{f}}{R S} \\
=\frac{e}{\sqrt{r^{2}+f^{2}-2 f r \cos \theta}}-\frac{e a}{f \sqrt{r^{4}+\frac{a^{4}}{f^{2}}-2 \frac{a^{2}}{f} \cdot \cos \theta}},
\end{gathered}
$$

where $r, \theta$ are the coordinates of $S$.
214. We can now find the surface-density of the induced charge. For at any point on the sphere

$$
\sigma=\frac{R}{4 \pi}=-\frac{1}{4 \pi} \frac{\partial V}{\partial r},
$$

in which we have to put $r=a$ after differentiation. Clearly

$$
-\frac{\partial V}{\partial r}=\frac{e(r-f \cos \theta)}{\left(r^{2}+f^{2}-2 f r \cos \theta\right)^{\frac{3}{2}}}-\frac{e a\left(r-\frac{a^{2}}{f} \cos \theta\right)}{f\left(r^{2}+\frac{u^{4}}{f^{2}}-2 \frac{a^{2}}{f} r \cos \theta\right)^{\frac{3}{2}}} .
$$

Putting $r=a$ we obtain

$$
\begin{aligned}
\sigma & =\frac{e}{4 \pi}\left\{\frac{a-f \cos \theta}{\left(a^{2}+f^{2}-2 f a \cos \theta\right)^{\frac{3}{2}}}-\frac{a^{2} f^{2}-a^{3} f \cos \theta}{\left(a^{2} f^{2}+a^{4}-2 a^{2} f \cos \theta\right)^{\frac{3}{2}}}\right\} \\
& =\frac{e}{4 \pi}\left\{\frac{a-f^{2} / a}{\left(a^{2}+f^{2}-2 f a \cos \theta\right)^{\frac{3}{2}}}\right\} \\
& =-\frac{e}{4 \pi} \frac{\left(f^{2}-a^{2}\right)}{a \cdot N^{2}\left(Q^{3}\right.} .
\end{aligned}
$$

Thus the surface-density varies inversely as $S Q^{\prime}$, so that it is greatest at $C$ and falls off continually as we recede from the radius OC. The total charge on the sphere is $-\frac{e l}{f}$, as can be seen at once by considering that the total strength of the tubes of force which end on it is just the same as would
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be the total strength of the tubes ending on the image at $R$ if the conductor were not present.

Figure 62 shews the lines of force when the strength of the image is a quarter of that of the original charge, so that $f=4 a$. It is obtained from fig. 19 by replacing the spherical equipotential by a conductor, and annihilating the field inside.

## Superposition of Fields.

215. We have seen that by adding the potentials of two separate fields at every point, we obtain the potential produced by charges equal to the total charges in the two fields. In this way we can arrive at the field produced by any number of point charges and uninsulated conductors of the kind we have described. The potential of each conductor is zero in the final solution because it is zero for cach separate field.

There is also another type of field which may be added to that obtained by the method of images, namely the field produced by raising the conductor or conductors to given potentials, without other charges being present. By superposing a field of this kind we can find the effect of point charges when the conductors are at any potential.
216. For instance, suppose that, as in fig. 62, we have a point charge $e$ and the conductor at potential 0 . Let us superpose on to the field of force already found, the field which is obtained by raising the conductor to potential $\boldsymbol{V}$ when the point charge is absent. The charge on the sphere in the second feld is $a V$, so that the total charge is

$$
a V-\frac{e a}{f} .
$$

By giving different values to ${ }^{r}$, we can obtain the total field, when the sphere has any given charge or potential.

If the sphere is to be uncharged, we must have $V=\frac{e}{f}$, so that a point charge placed at a distance $f$ from the centre of an uncharged sphere raises it to potential $\frac{e}{f}$, a result which is also obvious from the theorem of $\S \mathbf{1 0 4 .}$

Sphere in a uniform field of force.
217. A uniform field of force of which the lines are parallel to the axis of $x$ may be regarded as due to an infinite charge $E$ at $x=R$, and a charge $-E$ at $x=-R$, when in the limit $E$ and $R$ both become infinite. The intensity at any point is

$$
-\frac{2 E}{R^{2}}
$$

parallel to the axis of $x$, so that to produce a uniform field in which the intensity is $F$ parallel to the axis of $x$, we must suppose $E$ and $R$ to become infinite in such a way that

$$
\frac{2 E}{R^{2}}=-F
$$

Since, in this case, $F=-\frac{\partial V}{\partial x}$, the potential of such a field will clearly be $-F x+C$.

Suppose that a sphere is placed in a uniform field of force of this kind, its centre being at the origin. We can suppose the charge $E$ at $\boldsymbol{\alpha}=\boldsymbol{R}$ to have an image of strength

$$
\mathcal{F} \frac{E a}{R} \text { at } x=\frac{a^{2}}{R},
$$

while the other charge has an image

$$
\frac{E a}{R} \text { at } x=-\frac{a^{2}}{R} .
$$

These two images may be regarded as a doublet (cf. §64) of strength $\frac{E a}{R} \times \frac{2 a^{2}}{R}$, and of direction parallel to the negative axis of $x$. The strength

$$
=\frac{2 a^{3} E}{l^{2}}=-F u^{3} .
$$

Thus we may say that the image of a uniform field of force of strength $F$ is a doublet of strength $\mathrm{Fa}^{3}$ and of direction parallel to that of the intensity of the uniform field.

The putential of this doublet is

$$
\frac{F a^{3} \cos \theta}{r^{3}},
$$

and that of the field of original field of force is

$$
-F_{x}+C,
$$

or, in polar coordinates, $\quad-F r \cos \theta+O$,

$$
\begin{equation*}
=-F^{\prime} \cos \theta\left(r-\frac{a^{\prime}}{r^{a}}\right)+C \tag{126}
\end{equation*}
$$
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As it ought, this gives a constant potential $C$ over the surface of the sphere.


The lines of force of the uniform field $F$ disturbed by the presence of a doublet of strength $F a^{3}$ are shewn in fig. 63. On obliterating all the lines of force inside a sphere of radius $a$, we obtain fig. 64, which accordingly shews the lines of force when a sphere of radius $a$ is placed in a field of intensity $F$. These figures are taken from Thomson's Reprint of Papers on Electrostatics and Magnetism (pp. 488, 489)*.

[^4]218. Line of no electrification. The theory of lines of no electrification has already been briefly given in $\S 98$. We have seen that on any conductor on which the total charge is zero, and which is not entirely screened from an electric field, there must be some points at which the surface-density $\sigma$ is positive, and some points at which it is negative. The regions in which $\sigma$ is positive and those in which $\sigma$ is negative must be separated by a line or system of lines on the conductor, at every point of which $\sigma=0$. These lines are known as lines of no electrification.

If $R$ is the resultant intensity, we have at any point on a line of no electrification,

$$
R=4 \pi \sigma=0
$$

so that every point of a line of no electrification is a point of equilibrium. At such a point the equipotential intersects itself, and there are two or more lines of force.

If the conductor possesses a single tangent plane at a point on a line of no electrification, then one sheet of the equipotential through this point will be the conductor itself: by the theorem of $\S 69$, the second sheet must intersect the conductor at right angles.

These results are illustrated in the field of fig. 64. Clearly the line of no electrification on the sphere is the great circle in a plane perpendicular to the direction of the field. The equipotential which intersects itself along the line of no electrification ( $V=C$ ) consists of the sphere itself and the plane containing the line of no electrification. Indeed, from formula (126), it is obvious that the potential is equal to $C$, either when $\theta=\frac{\pi}{2}$, or when $r=a$.

The intersection of the lines of force along the line of no electrification is shewn clearly in fig. 64.

Plane fuce with hemispherical loss.
219. If we regard the whole equipotential $V=C$ as a conductor, we obtain the distribution of electricity on a plane conductor on which there is a hemispherical boss of radius $a$. If we take the plane to be $a=0$, we have, by formula (126),

$$
V-C=-F \cos \theta\left(r-\frac{a^{3}}{r^{2}}\right)=-F x\left(1-\frac{a^{2}}{r^{3}}\right)
$$

At a point on the plane,

$$
\sigma=-\frac{1}{4 \pi}\binom{\partial V}{\partial x}_{x=0}=\frac{F}{4 \pi}\left\{1-\frac{a^{2}}{r^{3}}\right\},
$$

and on the hemisphere

$$
\sigma=\frac{1}{4 \pi}\left(\frac{\partial V}{\partial r}\right)_{r=a}=\frac{F}{4 \pi} \cdot 3 \cos \theta
$$

The whole charge on the hemisphere is found on integration to be

$$
\int_{\theta=0}^{\theta=\frac{\pi}{2}}\left(\frac{F}{4 \pi} 3 \cos \theta\right) 2 \pi a^{2} \sin \theta d \theta=\frac{8}{4} F a^{2},
$$

while, if the hemisphere were not present, the charge on the part of the plane now covered by the base of the hemisphere would be

$$
\left(\frac{F}{4 \pi}\right) \pi a^{2}=\frac{1}{4} F^{\prime} u^{2} .
$$

Thus the presence of the boss results in there being three times as much electricity on this part of the plane as there would otherwise be: this is compensated by the diminution of surface-density on those parts of the plane which immediately surround the boss.

## Capacity of a telegraph-wire.

220. An important practical application of the method of images is the determination of the capacity of a long straight wire placed parallel to an infinite plane at potential zero, at a distance $h$ from the plane. This may be supposed to represent a telegraph-wire at height $h$ above the surface of the earth.

Let us suppose that the wire has a charge $e$ per unit length. To find the ficld of force we imagine an image charged with a charge - $e$ per unit length at a distance $h$ below the earth's surface. The potential at a point at distances $r, r^{\prime}$ from the wire and image respectively is, by $\$ \$ 75$ and 100 ,

$$
C-2 e \log r+2 e \log r^{\prime}
$$

and for this to vanish at the earth's surface we must take $C=0$. Thus the potential is

$$
2 e \log \frac{r^{\prime}}{r}
$$

At a small distance $a$ from the line-charge which represents the telegraphwire, we may put $r^{\prime}=2 h$, so that the potential is

$$
2 e \log \frac{2 h}{a}
$$

from which it appears that a cylinder of small radius $a$ surrounding the wire is an equipotential. We may now suppose the wire to have a finite radius $a$, and to coincide with this equipotential. Thus the capacity of the wire per unit length is

$$
\frac{1}{2 \log \frac{2 n}{a}} .
$$

## Infinite series of Images.

221. Suppose we have two spheres, centres $A, B$ and radii $a, b$, of which the centres are at distance $c$ apart, and that we require to find the field when
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both are charged. We can obtain this field by superposing an infinite series of separate fields (cf. § 116).

Suppose first that $A$ is at potential $V$ while $B$ is at potential zero. As a first field we can take that of a charge $\nabla a$ at $A$. This gives a uniform potential $V$ over $A$, but does not give zero potential over $B$. We can reduce the potential over $B$ to zero by superposing a second field arising from the image of the original charge in sphere $B$, namely a charge $-\frac{V a b}{c}$ at $B^{\prime}$, where $B B^{\prime}=\frac{b^{2}}{c}$. This new field has, however, disturbed the potential over $A$. To reduce this to its original value we superpose a new field arising from the image of the charge at $B^{\prime}$ in $A$, namely a charge $\frac{V a b}{c} \cdot \frac{a}{c-\frac{b^{2}}{c}}$ at $A^{\prime}$, where $A A^{\prime}=\frac{a^{2}}{c-\frac{b^{2}}{c}}$. This field in turn disturbs the potential over $B$, and so we superpose another field, and so on indefinitely. The strengths of the various fields, however, continually diminish, so that although we get an infinite series to express the potential, this series is convergent. As we shall see, this series can be summed as a definite integral, or it may be that a good approximation will be obtained by taking only a finite number of terms.

The total charge on $A$ is clearly the sum of the original charge $V a$ plus the strengths of the images $A^{\prime}, A^{\prime \prime}, \ldots$ etc., for this sum measures the aggregate strength of the tubes of force which end on $A$. Similarly the charge on $B$ is the sum of the strengths of the images at $B^{\prime}, B^{\prime \prime}, \ldots$.

To obtain the field corresponding to given potentials of both $A$ and $B$ we superpose on to the ficld already found, the similar field obtained by raising $B$ to the required potential while that of $A$ remains zero.

If $q_{11}, q_{m}, q_{19}$ are the coefficients of capacity and induction, the total charge on $A$ when $B$ is to earth and $V=1$ is $q_{n}$; similarly that on $B$ is $q_{1 s}$. In this way we can find the coefficients $q_{11}, q_{12}$ from the series of images already obtained. The result is found to be
and from symmetry

$$
\begin{aligned}
& q_{11}=a+\frac{a^{2} b}{c^{2}-b^{2}}+\frac{a^{2} b^{2}}{\left(c^{2}-b^{2}\right)^{2}-u^{2} c^{2}}+\ldots, \\
& q_{12}=-\frac{a b}{c}-\frac{a^{2} b^{2}}{c\left(c^{2}-b^{2}-a^{2}\right)}+\ldots \\
& q_{22}=b+\frac{b^{2} a}{c^{2}-a^{2}}+\frac{b^{3} a^{2}}{\left(c^{2}-a^{2}\right)^{2}-b^{2} c^{2}}+\ldots
\end{aligned}
$$

As far as $\frac{1}{c^{2}}$, these results clearly agree with those of $\S 116$.
222. The series for $q_{11}, q_{12}, q_{22}$ have been put in a more manageable form by Poisson and Kirchhoff.

Let $A_{8}$ denote the position of the sth of the series of points $A^{\prime}, A^{\prime \prime}, \ldots$, and $B$, the sth of the series $B^{\prime}, B^{\prime \prime}, \ldots$; then $A_{t}$ is the imagh of $B_{8}$ in the sphere of radius $a$, and similarly $B_{s}$ is the image of $A_{\mathrm{f}-1}$ in the sphere of radius $b$. Let $a_{8}=A A_{\mathrm{a}}, b_{\mathrm{f}}=B B_{\mathrm{a}}$, and let the charges at $A_{a}, B_{d}$ be $e_{a}, e^{\prime}$ respectively.

Then

$$
\begin{aligned}
a_{a}\left(c-b_{0}\right) & =a^{2} \text { since } A_{0} \text { i } \\
b_{a}\left(c-a_{b-1}\right) & =b^{2} \quad \# B_{s}
\end{aligned}
$$

Further, by comparing the strengths of a charge and its image,
so that

$$
\begin{align*}
& e_{t}=-\frac{a}{c-b_{a}} e_{a}^{\prime}, \quad e_{a}^{\prime}=-\frac{b}{c-a_{0-1}} e_{a-1}, \tag{127}
\end{align*}
$$

and similarly
We have therefore
and

$$
\begin{aligned}
& \frac{e_{0}}{e_{t-1}}=\frac{a b}{\left(c-b_{0}\right)\left(c-a_{t-1}\right)}=\frac{a_{s} b_{t}}{a}=\frac{b_{t} c-a^{3}}{a b} \\
& e_{t+1}^{\prime \cdot}=\frac{\left(c-b_{t+1}\right)\left(c-a_{n}\right)}{a b}=\frac{c\left(c-a a_{0}\right)}{a b}-\frac{b}{a} .
\end{aligned}
$$

By addition we eliminate $a_{0}$, and obtain

$$
\frac{e_{s}}{e_{a-1}}+\frac{e_{s}}{e_{s+1}}=\frac{c^{2}-a^{2}-b^{2}}{a b}
$$

or, if we put $\frac{1}{e_{0}}=u_{0}$,

$$
\begin{equation*}
u_{t+1}-\frac{c^{2}-a^{2}-b^{2}}{a b} u_{t}+u_{t-1}=0 \ldots \ldots . \tag{128}
\end{equation*}
$$

and from symmetry it is obvious that the same difference equation must be satisfied by a quantity $v_{0}^{\prime}=\frac{1}{e_{i}^{\prime}}$.

The solution of the difference equation (128) may be taken to be
$u_{d}=A a^{a}+B \beta^{a}$,
where $a, \beta$ are the roots of

$$
u_{d}=A a^{a}+B \beta^{a}
$$

$$
t^{2}-\frac{c^{2}-a^{2}-b^{2}}{a b} t+1=0
$$

The product of these roots is unity, so that if $a$ is the root which is less than unity, we can suppose

$$
u_{s}=A a^{d}+\frac{B}{a^{8}}
$$

so that

$$
e_{a}=\frac{a^{e}}{A a^{2 a}+B}
$$

and similarly

$$
e_{2}=\frac{a^{2}}{A^{\prime} a^{2 \rho}+B^{\rho}}
$$

We now have

$$
\begin{aligned}
& q_{11}=a+e_{1}+e_{2}+\ldots=a+\sum_{1}^{\infty} \frac{a^{0}}{A a^{2 a}+B} \\
& q_{12}=e_{1}^{\prime}+e_{2}^{\prime}+\ldots=\sum_{1}^{\infty} \frac{a^{s}}{A^{\prime} a^{2 a}+B^{\prime}}
\end{aligned}
$$

To determine $A, B$, wo have
so that

$$
\begin{aligned}
& e_{0}=\frac{1}{A+B}=a \\
& e_{1} \equiv \frac{a}{A a^{2}+B}=\frac{a^{2} b}{r^{2}-b^{3}}
\end{aligned}
$$

$$
\frac{A}{-\xi^{2}}=\frac{B}{1}=\frac{1}{a\left(1-\xi^{2}\right)}
$$

where

$$
\xi=\frac{a+b a}{c}
$$

Thus

$$
e_{1}=\frac{a a^{2}\left(1-\xi^{2}\right)}{1-\xi^{2} a^{2}}
$$

and

$$
q_{11}=u\left(1-\xi^{2}\right)\left\{\frac{1}{1-\xi^{2}}+\frac{a}{1-\xi^{2} a^{2}}+\frac{a^{2}}{1-\xi^{2} a^{4}}+\ldots\right\}
$$

To determine $A^{\prime}, B^{\prime}$, we have

$$
\begin{aligned}
& \theta_{1}^{\prime}=\frac{a}{A^{\prime} a^{2}+B^{\prime}}=-\frac{a b}{a} \\
& e_{2}^{\prime}=\frac{a^{2}}{A^{\prime} u^{4}+B^{\prime}}=-\frac{a^{2} b^{2}}{c\left(c^{2}-a^{2}-b^{2}\right)}
\end{aligned}
$$

from which, in the same way,

$$
q_{12}=-\frac{a b}{c}\left(1-a^{2}\right)\left\{\frac{1}{1-a^{2}}+\frac{a}{1-a^{4}}+\frac{a^{2}}{1-a^{6}}+\ldots\right\}
$$

The value of $q_{22}$ can of course be written down by symmetry from that of $q_{11}$.
The coefficients each depend on a sum of the type $\Sigma \frac{u^{n}}{1-\xi^{2}} \overline{a^{\overline{2 x}}} \cdot$ This series has been expressed in terms of definite integrals by Poisson.

From the known formula

$$
\int_{0}^{\infty} \frac{\sin p t}{e^{2 n t}-1}=t\left\{\frac{e^{p}+1}{e^{p}-1}\right\}-\frac{1}{2 p}
$$

we obtain, on putting $p=\log \xi^{2} a^{20}$,

$$
\frac{a^{4}}{1-\xi^{2} a^{2_{0}}}=\frac{1}{2} a^{a}-\frac{a^{t}}{\log \xi^{2} a^{24}}-2 \int_{0}^{\infty} \frac{a^{t} \sin \left(\log \xi^{2} a^{2 \theta}\right) t}{e^{2 \pi t}-1} d t
$$

From this follows

$$
\begin{aligned}
\Sigma \sum_{1-\xi^{2} a^{2 j}}^{a^{a}} & \frac{1}{2(1-a)}-\Sigma \frac{a^{\bullet}}{2 \log \xi+2 s \log a}-2 \int_{0}^{\infty} \frac{\sum a^{a} \sin (2 \log \xi+2 s \log a) t}{e^{2 \pi t}-1} d t \\
& =\frac{1}{2(1-a)}-\int_{0}^{\infty} \frac{\xi^{2 t}}{1-a^{2 t+1}} d t-2 \int_{0}^{\infty} \frac{\sin (2 t \log \xi)-a \sin (2 t \log \xi / a)}{\left(e^{2 \pi t}-1\right)}\left[1-2 a \cos (2 t \log a)+a^{2}\right]
\end{aligned} d t .
$$

The series has also been expressed in finite terms by E. W. Barnes (Quart. Journ. Math. 138 (1903), p. 155) in terms of Double Gamma Functions, but neither of these forms is convenient for numerical computation.
A. Russell (Proc. Phys. Soc. 23 (1911), p. 352) has shewn how the original series can be rearranged in a rapidly convergent form. If $\boldsymbol{n}$ is an integer, to be chosen subsequently,

$$
\begin{aligned}
\sum_{s=0}^{s=\infty} \frac{a^{s}}{1-\xi^{2} a^{2 t}} & =\sum_{s=0}^{s=n-1} \frac{a^{s}}{1-\xi^{2} a^{2 t}}+\sum_{s=n}^{s-\infty} n^{\Delta}\binom{p=\infty}{\sum_{p=0} \xi^{2 p} a^{2 p s}} \\
& =\sum_{s=0}^{s=n-1} \frac{a^{s}}{1-\xi^{2} a^{2 t}}+a^{a^{n}} \sum_{p=0}^{p=\infty} \frac{\left(\xi \xi^{n}\right)^{2 p}}{1-a^{2 p}+1} .
\end{aligned}
$$

The larger $n$ is chosen to be the more rapidly the second series converges, although of course large values for $n$ require the computation of a large number ( $n$ ) of terms in the original series. As an example, given by Russell, suppose that $a=7 r, b=r, c=10 r$; it is sufficient to take $n=1$ and the series are found to be

$$
\begin{aligned}
q_{11} & =7 r+\frac{4}{} r\{1+0.0089509+0.0000929+0.0000009+\ldots\}=7.5765970 r, \\
-q_{12} & =0.7 r+\frac{s}{1} r\{1+0.0003580+0.0000001+\ldots\}=0.8143266 r, \\
q_{22} & =1 \cdot 1601124 r .
\end{aligned}
$$

As a second example Russell takes $a=98 r, b=10 \cdot 8 r$, and $c=a+b+0 \cdot 2 r$, so that the spheres are almost in contact; the values of the coefficients are obtained to seven figures on taking $n=4$ and computing seven terms of the second series.
223. Having calculated the coefficients, we can obtain the relations between the charges and potentials, and can find also the mechanical force between the spheres. If this force is a force of repulsion $F$, we have
or again

$$
\begin{aligned}
& F=-\frac{\partial W_{E}}{\partial c}=-\frac{1}{2} \frac{\partial p_{11}}{\partial c} E_{1}^{2}-\frac{\partial p_{12}}{\partial c} E_{1} E_{2}-\frac{1}{2} \frac{\partial p_{22}}{\partial c} E_{2}^{2}, \\
& F=\frac{\partial W_{V}}{\partial c}=\frac{1}{2} \frac{\partial q_{11}}{\partial c} V_{1}^{2}+\frac{\partial q_{12}}{\partial c} V_{1} V_{2}+\frac{1}{2} \frac{\partial q_{21}}{\partial c} V_{3}^{2} .
\end{aligned}
$$

The following table, applicable to two spheres of equal radius, taken to be unity, is compiled from materials given by Lord Kelvin*.

| c | $p_{11}\left(=p_{\text {m }}\right)$ | $p_{19}$ | $q_{11}\left(=q_{22}\right)$ | $q_{18}$ | $\frac{1}{2} \frac{\partial p_{11}}{\partial c}\left(=\frac{\partial p_{22}}{\partial c}\right)$ | $\frac{\partial p_{12}}{\partial c}$ | $-\frac{\partial}{} \frac{\partial q_{11}}{\partial c}$ | $\frac{\partial q_{12}}{\partial c}$ | Ratio of charges for equilibrium |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.0 | 721 | $\cdot 721$ | $\infty$ | - $-\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | 1 |
| $2 \cdot 1$ | $\cdot 915$ | -509 | $1 \cdot 584$ | --884 | -154 | 453 | 1-138 | 2.319 | -391 |
| 2-2 | -939 | $\cdot 475$ | $1 \cdot 431$ | - 724 | 108.6 | $\cdot 305$ | $\cdot 529$ | 1.127 | -294 |
| $2 \cdot 5$ | $96{ }^{+}$ | -406 | $1-253$ | -. 525 | -0300 | -181 | -174 | - 113 | -169 |
| 3.0 | . 986 | 335 | $1 \cdot 146$ | - 389 | -0101 | -115 | -066 | $\cdot 186$ | -089 |
| $3 \cdot 5$ | .993 | -286 | 1.099 | - 317 | -00437 | -0825 | -0344 | -114 | -053 |
| 4.0 | -998 | -250 | 1.072 | --269 | . 00216 | -0628 | -0207 | -079 | 034 |
| $5 \cdot 0$ | . 998 | -200 | 1.044 | - 209 | 00065 | -0401 | 0096 | 048 | 016 |
| 6.0 | -999 | -167 | 1.030 | --172 | -00026 | -0278 | . 0053 | 031 | 009 |
| $\infty$ | 1.0 | 0 | 1.0 | 0 | 0 | 0 | 0 | 0 | 0 |

[^5]
## Inages in dielectrics.

224. The method of images can also be applied to find the field produced by point charges when half of the field is occupied by dielectric, the boundary of the dielectric being an infinite plane.

We begin by considering the field produced by a single charge e at $P$, it being possible to obtain the most general field by the superposition of simple fields of this kind.

We shall shew that the field in air is the same as that due to a charge $\theta$ at $P$ and a certain charge $e^{\prime}$ at $P^{\prime}$, the image of $P$, while the field in the dielectric is the same as that due to a certain charge $\theta^{\prime \prime}$ at $P$, if the whole field were occupied by air.
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Let $P P^{\prime}$ be taken for axis of $x$, the origin 0 being in the boundary of the dielectric, and let $O P=a$. Then we have to shew that the potential $\nabla_{A}$ in air is

$$
V_{A}=\frac{e}{\sqrt{(x+a)^{2}+y^{2}+z^{2}}}+\frac{e^{\prime}}{\sqrt{(x-a)^{2}+y^{2}+z^{2}}},
$$

while that in the dielectric is

$$
V_{D}=\frac{e^{\prime \prime}}{\sqrt{(x+a)^{2}+y^{2}+z^{2}}} .
$$

These potentials, we notice, satisfy Laplace's equation in each medium, everywhere except at the point $P$, and they arise from a distribution of charges which consists of a single point charge eat $P$. The potential in air at the point $0, y, z$ on the boundary is

$$
V_{A}=\frac{e+e^{\prime}}{\sqrt{a^{2}+y^{2}+z^{2}}},
$$

while that in the dielectric at the same point is

$$
\nabla_{D}=\frac{e^{\prime \prime}}{\sqrt{a^{2}+y^{2}+z^{2}}} .
$$

Thus the condition that the potential shall be continuous at each point of the boundary can be satisfied by taking

$$
\begin{equation*}
e^{\prime \prime}=e+e^{\prime} \tag{129}
\end{equation*}
$$

The remaining condition to be satisfied is that at every point of the boundary, $\frac{\partial V}{\partial x}$ in air shall be equal to $K \frac{\partial V}{\partial x}$ in the dielectric; i.e. that

$$
\boldsymbol{K} \frac{\partial V_{D}}{\partial x}=\frac{\partial V_{A}}{\partial x}, \text { when } \boldsymbol{x}=0
$$

Now, when $\boldsymbol{\infty}=0$,

$$
\begin{aligned}
K \frac{\partial V_{D}}{\partial x} & =-\frac{K e^{\prime \prime} a}{\left(a^{2}+y^{2}+z^{2}\right)^{\frac{3}{2}}}, \\
\frac{\partial V_{A}}{\partial x} & =-\frac{e a}{\left(a^{2}+y^{2}+z^{2}\right)^{\frac{3}{2}}}+\frac{e^{\prime} a}{\left(a^{2}+y^{2}+z^{2}\right)^{\frac{3}{2}}},
\end{aligned}
$$

so that this last condition is satisfied by taking

$$
K e^{\prime \prime}=e-e^{\prime} \text {................................(130). }
$$

Thus the conditions of the problem are completely satisfied by giving $e^{\prime}, e^{\prime \prime}$ values such as will satisfy relations (129) and (130); i.e. by taking

$$
\left.\begin{array}{l}
e^{\prime \prime}=\frac{2}{1+K} e  \tag{131}\\
e^{\prime}=-\frac{K-1}{1+K} e
\end{array}\right\}
$$

225. The pull on the dielectric is that due to the tensions of the lines of force which cross its boundary. In air these lines of force are the same as if we had charges e, $e^{\prime}$ at $P, P^{\prime}$ entirely in air, so that the whole tension in the direction $P^{\prime} P$ of the lines of force in air is
or

$$
\begin{gathered}
-\frac{e e^{\prime}}{P P^{2}}, \\
\frac{e^{\mathbf{2}}}{4 a^{2}}(\overline{K+1)}
\end{gathered}
$$

This system of tensions shews itself as an attraction between the dielectric and the point charge. If the dielectric is free to move and the point charge fixed, the dielectric will be drawn towards the point charge by this force, and conversely if the dielectric is fixed the point charge will be attracted towards the dielectric by this force.

## Inversion.

226. The geometrical method of inversion may sometimes be used to deduce the solution of one problem from that of another problem of which the solution is already known.

## Geometrical Theory.

227. Let $O$ be any point which we shall call the centre of inversion, and

let $A B$ be a sphere drawn about $O$ with a radius $K$ which we shall call the radius of inversion.

Corresponding to any point $P$ we can find a second point $P^{\prime}$, the inverse to $P$ in the sphere. These two points are on the same radius at distances from 0 such that $O P . O P^{\prime}=K^{\prime}$.

As $P$ describes any surface $P Q \ldots, P^{\prime}$ will describe some other surface $P^{\prime} Q^{\prime} \ldots$, each point $Q^{\prime}$ on the second surface being the inverse of some point $Q$ on the original surface. This second surface is said to be the inverse of the original surface, and the process of deducing the second surface from the first is described as inverting the first surface.

It is clear that if $P^{\prime} Q^{\prime} \ldots$ is the inverse of $P Q \ldots$, then the inverse of $P^{\prime} Q^{\prime} .$. will be $P Q \ldots$

If the polar equation of a surface referred to the centre of inversion as origin be $f(r, \theta, \phi)=0$, then the equation of its inverse will be $f\left(\frac{K^{2}}{r}, \theta, \phi\right)=0$. For the polar equation of the inverse surface is by definition $f\left(r^{\prime}, \theta, \phi\right)=0$, where $r r^{\prime}=K^{2}$ for all values of $\theta$ and $\phi$.

Inverse of a sphere. Let chords $P P^{\prime}, Q Q^{\prime}, \ldots$ of a sphere meet in 0 (fig. 68). Then

$$
O P \cdot O P^{\prime}=O Q \cdot O Q^{\prime}=\ldots=\boldsymbol{t}
$$

where $t$ is the length of the tangent from $O$ to the sphere. Thus, if $t$ is the radius of inversion, the surface $P Q \ldots$ is the inverse of $P^{\prime} Q^{\prime} \ldots$, i.e. the sphere
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is its own inverse. With some other radius of inversion $K$, let $P^{\prime \prime} Q^{\prime \prime}$... be the inverse of $P Q \ldots$, then
so that

$$
\begin{aligned}
O P \cdot O P^{\prime \prime} & =O Q \cdot O Q^{\prime}=\ldots=K^{2}, \\
\frac{O P^{\prime \prime}}{O P^{\prime}} & =\frac{O Q^{\prime \prime}}{O Q^{\prime}}=\ldots=\frac{K^{2}}{t^{2}}
\end{aligned}
$$

and the locus of $P^{\prime \prime}, Q^{\prime \prime}, \ldots$ is seen to be a sphere. Thus the inverse of a sphere is always another sphere.

A special investigation is needed when the sphere passes through 0 . Let $O S$ be the diameter through 0 , and let $S^{\prime}$ be the point inverse to $S$. Then, if $P^{\prime}$ is the inverse of any point $P$ on the circle,
or

$$
\begin{aligned}
O P . O P^{\prime} & =O S . O S^{\prime}, \\
\frac{O P}{O S} & =\frac{O S^{\prime}}{O P^{\prime}},
\end{aligned}
$$

so that $\mathrm{POS}, \mathrm{S}^{\prime} O P^{\prime}$ are similar triangles. Since OPS is a right angle, it follows that $O S^{\prime} P^{\prime}$ is a right angle, so that the locus of $P^{\prime}$ is a plane through $S^{\prime}$ perpendicular to $O S^{\prime}$. Thus the inverse of a sphere which passes through the centre

sic. 69. of inversion is a plane, and, conversely, the inverse of any plane is a sphere which passes through the centre of inversion.
228. If $P, Q$ are adjacent points on a surface, and $P^{\prime}, Q^{\prime}$ are the corresponding points on its inverse, then $O P Q$, $O Q^{\prime} P^{\prime}$ are similar triangles, so that $P Q$, $P^{\prime} Q^{\prime}$ make equal angles with $O P P^{\prime}$. By making $P Q$ coincide, we find that the tangent plane at $P$ to the surface $P Q$ and the tangent plane at $P^{\prime}$ to the surface $P^{\prime} Q^{\prime}$ make equal angles with $O P P^{\prime}$. Hence, if we invert two surfaces which


Fia. 70. intersect in $P$, we find that the angle between the two inverse surfaces at $P^{\prime}$ is equal to the angle between the original surfaces at $P$, i.e. an angle of intersection is not altered by inversion.

Also, if a small cone through 0 cuts off areas $d S, d S^{\prime}$ from the surface $P Q \ldots$ and its inverse $P^{\prime} Q^{\prime} \ldots$, it follows that

$$
\frac{d S}{d S^{\prime \prime}}=\frac{O P_{1}}{O P^{\prime 2}}
$$

## Electrical Applications.

229. Let $P P^{\prime}, Q Q^{\prime}$ be two pairs of inverse points (fig. 70). Let a charge $e$ at $Q$ produce potential $V_{P}$ at $P$, and let a charge $e^{\prime}$ at $Q^{\prime}$ produce potential $V_{P}^{\prime}$ at $P^{\prime}$, so that

$$
V_{P}=\frac{e}{P^{\prime}(Q}, \quad V_{P}^{\prime}=\frac{e^{\prime}}{P^{\prime} Q^{\prime}},
$$

then

$$
\frac{V_{P}^{\prime}}{V_{P}^{\prime}}=\frac{e^{\prime}}{e} \cdot \frac{P Q}{P^{\prime \prime} Q^{\prime}}=\frac{e^{\prime}}{e} \cdot \frac{O P}{O Q} .
$$

Take

$$
\frac{e^{\prime}}{e}=\frac{K}{O Q}=\frac{O Q^{\prime}}{K^{\prime}},
$$

then

$$
\frac{V_{P}^{\prime}}{\bar{V}_{P}^{\prime}}=\frac{O P}{K}=\frac{K}{O P^{\prime}} .
$$

Now let $Q$ be a point of a conducting surface, and replace e by $\sigma d S$, the charge on the element of surface $d S$ at $Q$. Let $\overline{\bar{T}_{P}}$ denote the potential of the whole surface at $P$, and let $\overline{\bar{T}}_{P}^{\prime}$ denote the potential at $P^{\prime}$ due to a charge $e^{\prime}$ on each element $d S^{\prime}$ of the inverse surface, such that

$$
\frac{\rho^{\prime}}{\sigma d S}=\frac{O Q^{\prime}}{K}
$$

Then, since $V_{P}^{\prime}=V_{P} \frac{K}{\bar{O} P^{\prime}}$, for each element of charge, we have by addition

$$
{\overline{V_{P}}}^{\prime}=\bar{V}_{P} \frac{K}{O P} .
$$

Thus charges $e^{\prime}$ on $d S^{\prime}$, etc. produce a potential

$$
\frac{\bar{V}_{P} K}{U P^{\prime}} \text { at } P^{\prime}
$$

Now suppose that $P$ is a point on the conducting surface $Q$, so that $\overline{\boldsymbol{V}}_{\boldsymbol{P}}$ becomes simply the potential of this surface, say $\boldsymbol{V}$. The charges $\boldsymbol{e}^{\prime}$ on $d S^{\prime}$, etc. now produce a potential

$$
\frac{V K}{O P^{\prime}} \text { at } P^{\prime}
$$

so that if with these charges we combine a charge $-\nabla K$ at $O$, the potential produced at $P^{\prime}$ is zero. Thus the given system of charges spread over the surface $P^{\prime} Q^{\prime} \ldots$, together with a charge $-V K$ at the origin, make the surface $P^{\prime} Q^{\prime} \ldots$ an equipotential of potential zero. In other words, from a knowledge of the distribution which raises $P Q \ldots$ to potential $V$, we can find the distribution on the inverse surface $P^{\prime} Q^{\prime} \ldots$ when it is put to earth under the influence of a charge $-V K$ at the centre of inversion.

If $e, e^{\prime}$ are the charges on corresponding elements $d S, d S^{\prime}$ at $Q, Q$, we have seen that
while

$$
\begin{gather*}
\frac{e^{\prime}}{\theta}=\frac{\sigma^{\prime} d S^{\prime}}{\sigma d S^{\prime}}=\frac{K}{O Q}=\frac{O Q^{\prime}}{K}=\sqrt{\frac{O Q}{O Q}}, \\
\frac{d S^{\prime}}{d S}=\frac{O Q^{\prime 2}}{O Q^{2}} . \\
\frac{\sigma^{\prime}}{\sigma}=\left(\frac{O Q^{\prime}}{O Q}\right)^{-\frac{3}{2}}=\frac{K^{3}}{O Q^{3}} \ldots \ldots \tag{132}
\end{gather*}
$$

Hence
giving the ratio of the surface densities on the two conductors.
Conversely, if we know the distribution induced on a conductor $P Q \ldots$ at potential zero by a unit charge at a point $O$, then by inversion about $O$ we obtain the distribution on the inverse conductor $P^{\prime} Q^{\prime} \ldots$ when raised to potential $\frac{1}{K}$. As before, the ratio of the densities is given by equation (132).

Examples of Inversion.
230. Sphere. The simplest electrical problem of which we know the solution is that of a sphere raised to a given potential. Let us examine what this solution becones on inversion.

If we invert with respect to a point $P$ outside the sphere, we obtain the distribution on another sphere when put to earth under the influence of a point chars. $P$. This distribution has already been obtained in $\S 214$ by the method of images. The result there obtained, that the surface-density varics inversely as the cube of the distance from $P$, can now be seen at once from equation (132).

So also, if $P$ is inside the sphere, we obtain the distribution on an uninsulated sphere produced by a point charge inside it, a result which can again be obtained by the method of images.

When $P$ is on the sphere, we obtain the distribution on an uninsulated plane, already obtained in § 208.
231. Intersecting Planes. As a more complicated example of inversion, let us invert the results obtained in § 212 . We there shewed how to find
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the distribution on two planes cutting at an angle $\frac{\pi}{n}$, when put to earth under the influence of a point charge anywhere in the acute angle between them. If we invert the solution we obtain the distribution on two spheres, cutting at an angle $\pi / n$, raised to a given potential. By a suitable choice of the radius and origin of inversion, we can give any radii we like to the two spheres.

If we take the radius of one to be infinite, we get the distribution on a plane with an excrescence in the form of a piece of a sphere: in the particular case of $n=2$, this excrescence is hemispherical, and we obtain the distribution of electricity on a plane face with a hemispherical boss. This can, however, be obtained more directly by the method of § 219.

## Spherical Harmonics.

232. The problem of finding the solution of any electrostatic problem is equivalent to that of finding a solution of Laplace's equation

$$
\nabla^{2} V=0
$$

throughout the space not occupied by conductors, such as shall satisfy certain conditions at the boundaries of this space-i.e. at infinity and on the surfaces of conductors. The theory of spherical harmonics attempts to provide a general solution of the equation $\nabla^{2} V=0$.

This is no convenient general solution in finite terms: we thercfore examine solutions expressed as an infinite series. If each term of such a series is a solution of the equation, the sum of the series is necessarily a solution.
233. Let us take spherical polar coordinates $r, \theta, \phi$, and search for solutions of the form

$$
V=R S
$$

where $R$ is a function of $r$ only, and $S$ is a function of $\theta$ and $\phi$ only.
Laplace's equation, expressed in spherical polars, can be obtained analytically from the equation

$$
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=0
$$

by changing variables from $x, y, z$ to $r, \theta, \phi$, but is most easily obtained by applying Gauss' Theorem to the small element of volume bounded by the spheres $r$ and $r+d r$, the cones $\theta$ and $\theta+d \theta$, and the diametral planes $\phi$ and $\phi+d \phi$. The equation is found to be

$$
\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial V}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial V}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} V}{\partial \phi^{2}}=0 .
$$

Substituting the value $V=R S$, we obtain

$$
\frac{S}{r^{3}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial R}{\partial r}\right)+\frac{R}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial S}{\partial \theta}\right)+\frac{R}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} S}{\partial \phi^{2}}=0,
$$

or, simplifying,

$$
\frac{1}{R} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial R}{\partial r}\right)+\frac{1}{S \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial S}{\partial \theta}\right)+\frac{1}{S \sin ^{2} \theta} \frac{\partial^{2} S}{\partial \phi^{2}}=0 .
$$

The first term is a function of $r$ only, while the last two terms are independent of $r$. Thus the equation can only be satisfied by taking

$$
\begin{array}{r}
\frac{1}{R} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial R}{\partial r}\right)=K \quad \ldots \ldots \ldots \ldots \ldots \\
\frac{1}{S \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial S}{\partial \theta}\right)+\frac{1}{S \sin ^{2} \theta} \frac{\partial^{2} S}{\partial \phi^{2}}=-K \tag{134}
\end{array}
$$

where $K$ is a constant. Equation (133), regarded as a differential equation for $R$, can be solved, the solution being

$$
\begin{equation*}
R=A r^{n}+\frac{B}{r^{n+1}} \tag{135}
\end{equation*}
$$

where $A, B$ are arbitrary constants, and $n(n+1)=K$. After simplification equation (134) becomes

$$
\begin{equation*}
\frac{\partial}{\sin \theta \partial \theta}\left(\sin \theta \frac{\partial S}{\partial \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2} S}{\partial \phi^{2}}+n(n+1) S=0 \tag{136}
\end{equation*}
$$

Any solution of this equation will be denoted by $S_{n}$, the solution being a function of $n$ as well as of $\theta$ and $\phi$. The solution of Laplace's equation we have obtained is now

$$
V=R S=\left(A r^{n}+\frac{B}{r^{n+1}}\right) S_{n},
$$

and by the addition of such solutions, the most general solution of Laplace's equation may be reached.
234. Definitions. Any solution of Laplace's equation is said to be a spherical harmonic.

A solution which is homogeneous in $x, y, z$ of dimensions $n$ is said to be a spherical harmonic of degree $n$.

A spherical harmonic of degree $n$ must be of the form $r^{n}$ multiplied by a function of $\theta$ and $\phi$, it must therefore be of the form $A r^{n} S_{n}$, where $S_{n}$ is a solution of equation (136).

Any solution $S_{n}$ of equation (136) is said to be a surface-harmonic of degree $n$.
235. Theorem. If $V$ is any spherical harmonic of degree $n$, then $V / r^{2 n+1}$ is a spherical harmonic of degree $-(n+1)$.

For $V$ must be of the form $A r^{n} S_{n}$, so that

$$
\frac{V}{r^{2 n+1}}=\frac{A S_{n}}{r^{n+1}}
$$

which is known to be a solution of Laplace's equation, and is of dimensions $-(n+1)$ in $r$. Conversely if $V$ is a spherical harmonic of degree $-(n+1)$, then $r^{2 n+1} V$ is a spherical harmonic of degree $n$.
236. Theorem. If $V$ is any spherical harmonic of degree $n$, then

$$
\frac{\partial^{n+t+u} V}{\partial x^{\imath} \partial y^{\imath} \partial z^{u}},
$$

where $s, t$, and $u$ are any integers, is a spherical harmonic of degree $n-s-t-u$.
For

$$
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=0,
$$

so that on differentiation $s$ times with respect to $x, t$ times with respect to $y$, and $u$ times with respect to $z$,
or

$$
\begin{gathered}
\frac{\partial^{0+t+u+2}}{\partial x^{0+2} \partial y^{t} \partial z^{u}}+\frac{\partial^{c+t+u+2} V}{\partial x^{s} \partial y^{l+2} \partial z^{u}}+\frac{\partial^{0+t+u+2} V}{\partial x^{2} \partial y^{t} \partial z^{u+2}}=0, \\
\nabla^{2}\left(\frac{\partial^{0+t+u}}{\partial x^{\imath} \partial y^{t} \partial z^{u}}\right)=0,
\end{gathered}
$$

which proves the theorem.
237. Theorem. If $S_{m}, S_{n}$ are two surface harmonics of different degrees $m, n$, then

$$
\iint S_{n} S_{m} d \omega=0
$$

where the integration is over the surface of a unit sphere.
In Green's Theorem (§ 181),

$$
\iiint\left(\Phi \nabla^{2} \Psi-\Psi \nabla^{2} \Phi\right) d x d y d z=-\iint\left(\Phi \frac{\partial \Psi}{\partial n}-\Psi \frac{\partial \Phi}{\partial n}\right) d S,
$$

put $\Phi=r^{n} S_{n}, \Psi=r^{m} S_{m}$, and take the surface to be the unit sphere.

Then $\nabla^{2} \Phi=0, \nabla^{3} \Psi=0, \frac{\partial \Phi}{\partial n}=-\frac{\partial \Phi}{\partial r}=-n r^{n-1} S_{n}$, and $\frac{\partial \Psi}{\partial n}=-m r^{m-1} S_{a}$.
Thus the volume integral vanishes, and the equation becomes

$$
\iint\left(n r^{m+n-1} S_{n} S_{m}-m r^{m+n-1} S_{n} S_{m}\right) d \omega=0,
$$

or, since $n$ is, by hypothesis, not equal to $m$,

$$
\iint S_{n} S_{m} d \omega=0
$$

## Harmonics of Integral Degree.

238. The following table of examples of harmonics of integral degrees $\boldsymbol{n}=\mathbf{0}, \mathbf{- 1}, \mathbf{- 2}$, +1 , is taken from Thomson and Tait's Natural Philosophy.

$$
\mathrm{n}=0 . \quad 1, \quad \tan ^{-1} \frac{y}{x}, \quad \log \frac{r+z}{r-z}, \quad \tan ^{-1} \frac{y}{x} \log \frac{r+2}{r-z}, \quad \frac{r z\left(x^{2}-y^{2}\right)}{\left(x^{2}+y^{2}\right)^{2}}, \frac{2 r x y z}{\left(x^{2}+y^{2}\right)^{2}} .
$$

Also if $V_{0}$ is any one of these harmonics, $\frac{\partial V_{0}}{\partial x}, \frac{\partial V_{0}}{\partial y}, \frac{\partial V_{0}}{\partial z}$ are harmonics of degree - 1 , so that $r \frac{\partial V_{0}}{\partial x}, r \frac{\partial V_{0}}{\partial y}, r \frac{\partial V_{0}}{\partial z}$ are harmonics of degree zero. As examples of harmonics derived in this way may be given

$$
\frac{r x}{x^{2}+y^{2}}, \frac{r y}{x^{2}+y^{2}}, \frac{z x}{x^{2}+y^{2}}, \frac{z y}{x^{2}+y^{2}}, \quad \frac{x}{r+2}, \quad \frac{x}{r-2} .
$$

By differentiating any harmonic $V_{0}$ any number s of times, multiplying by $r^{20-1}$ and differentiating again $s-l$ times, we obtain more harmonics of degree zero.
$\mathbf{n}=-1$. Any harmonic of degree zero divided by $r$ or differentiated with respect to $x, y$ or $z$, e.g.

$$
\frac{1}{r}, \quad \frac{1}{r} \tan ^{-1} \frac{y}{x}, \quad \frac{1}{r} \log \frac{r+z}{r-z}, \quad \frac{x}{x^{2}+y^{2}}, \quad \frac{x}{r(r+z)} .
$$

$\mathbf{n}=\mathbf{- 2}$. By differentiating harmonics of degree -1 with respect to $x, y$ or $\varepsilon$ we obtain harmonics of degree -2, e.g.

$$
\frac{x}{r^{3}}, \quad \frac{y}{r^{3}}, \quad \frac{z}{r^{3}}, \quad \frac{z}{r^{3}} \tan ^{-1} \frac{y}{x}, \quad \frac{z}{r^{3}} \log \frac{r+z}{r-z} .
$$

$\mathbf{n}=1$. Multiplying harmonics of degree -2 by $r^{3}$, we obtain harmonics of degree 1 , c.g.

$$
x, y, z, \quad z \tan ^{-1} \frac{y}{x}, \quad z \log \frac{r+z}{r-z}-2 r
$$

## Rational Integral Harmonics.

239. An important class of harmonic consists of rational integral algebraic functions of $x, y, z$. In the most general homogencous function of $x, y, z$ of degree $n$ there are $\frac{1}{2}(n+1)(n+2)$ coefficients. If we operate with $\nabla^{\mathbf{a}}$ we are left with a homogeneous function of $x, y, z$ of degree $n-2$, and therefore possessing $\frac{1}{2} n(n-1)$ coefficients. For the original function to be a spherical harmonic, these $\frac{1}{2} n(n-1)$ coefficients must all vanish, so that we must have $\frac{1}{2} n(n-1)$ relations between the original $\frac{1}{2}(n+1)(n+2)$ coefficients.

Thus the number of coefficients which may be regarded as independent in the original function, subject to the condition of its being a harmonic, is

$$
\frac{1}{2}(n+1)(n+2)-\frac{1}{2} n(n-1),
$$

or $2 n+1$. This, then, is the number of independent rational harmonics of degree $n$.

For instance, when $n=1$ the most general harmonic is

$$
A x+B y+C z
$$

possessing three independent arbitrary constants, and so representing three independent harmonics which may conveniently be taken to be $x, y$ and $z$.

When $n=2$, the most general harmonic is

$$
a x^{2}+b y^{2}+c z^{2}+d y z+e z x+f x y
$$

where $a, b, c$ are subject to $a+b+c=0$. The five independent harmonics may conveniently be taken to be

$$
y z, \quad z x, \quad x y, \quad x^{2}-y^{2}, \quad x^{2}-z^{2} .
$$

When $n=0,2 n+1=1$. Thus there is only one harmonic of degree zero, and this may be taken to be $V=1$.

Corresponding to a rational integral harmonic $V_{n}$ of positive degree $n$, there is the harmonic $\frac{V_{n}}{r^{2 n+1}}$ of degree $-(n+1)$. These harmonics of degree $-(n+1)$ are accordingly $2 n+1$ in number. Thus the only harmonic of this kind and of degree -1 is $\frac{1}{r}$.

Consider now the various expressions of the type

$$
\begin{equation*}
\frac{\partial^{2+l+u}}{\partial a^{2}+y^{t} \partial z^{u}}\left(\frac{1}{r}\right) . \tag{137}
\end{equation*}
$$

where $s+\boldsymbol{t}+\boldsymbol{u}=\boldsymbol{n}$.
These, as we know, are harmonics of degree $-(n+1)$, and from $\S 235$ it is obvious that they must be of the form $\frac{V_{n}}{r^{2 n+1}}$, where $V_{n}$ is a rational integral harmonic of degree $n$. Since $\frac{1}{r}$ is harmonic, $\nabla^{2}\left(\frac{1}{r}\right)=0$, so that

$$
\frac{\partial^{2}}{\partial z^{2}}\left(\frac{1}{r}\right)=-\left(\begin{array}{l}
\partial^{2}  \tag{138}\\
\partial x^{2}
\end{array}+\frac{\partial^{2}}{\partial y^{2}}\right)\left(\frac{1}{r}\right)
$$

The most general harmonic obtained by combining the harmonics of type (137) is

$$
\begin{equation*}
\sum A_{\text {otu }} \frac{\partial^{+t+t u}}{\partial x^{*} \partial y^{l} \partial z^{u}}\left(\frac{1}{r}\right) \tag{139}
\end{equation*}
$$

but by equation (138) this can be reduced at once to the form

$$
\frac{\partial}{\partial z} \Sigma A_{p q} \frac{\partial^{p+q}}{\partial x^{p} \partial y^{q}}\left(\frac{1}{r}\right)+\Sigma A_{p^{\prime} q} \frac{\partial^{p^{\prime}+q^{\prime}}}{\partial a^{p^{\prime}} \partial y^{q}}\left(\frac{1}{r}\right)
$$

where $p+q=n-1$ and $p^{\prime}+q^{\prime}=n$. This again may be replaced by

$$
\frac{\partial}{\partial z} \sum_{p=0}^{p=n-1} B_{p} \frac{\partial^{n-1}}{\partial x^{p} \partial y^{n-1-p}}\left(\frac{1}{r}\right)+\sum_{p=0}^{p=n} B_{p}^{\prime} \frac{\partial^{n}}{\partial x^{p} \partial y^{n-p}}\left(\frac{1}{r}\right),
$$

so that there are $2 n+1$ arbitrary constants in all, and it is obvious on examination that the harmonics, multiplied by all the coefficients $B_{p}, \ldots B_{p}^{\prime}, \ldots$ are independent. Thus, by differentiating $\frac{1}{r} n$ times, we have arrived at $2 n+1$ independent rational integral harmonics, and it is known that this is as many as there are.

## Expansion in Rutional Integral Harmonics.

240. Theorem*. The value of any finite single-valued function of position on a spherical surfuce can be expressed, at every point of the surface at which the function is continuous, as a series of rational integral harmonics, provided the function has only a finite number of lines and points of discontinuity and of muxima and minima on the surface.

Let $\boldsymbol{F}$ be the arbitrary function of position on the sphere, and let the sphere be supposed of radius $a$. Let $P$ be any point outside the sphere at a distance $f$ from its centre 0 , and let $Q$ be any point on the surface of the sphere.


Fig. 72.
Let $P Q$ be equal to $R$, so that

$$
R^{2}=f^{2}+a^{2}-2 a f \cos P O Q .
$$

We have the identity

$$
\frac{f^{2}-a^{2}}{4 \pi a} \iint \frac{d S}{R^{3}}=\frac{a}{f} .
$$

where the integration is taken over the surface of the sphere, a result which it is easy to prove by integration.

A point charge e placed at $P$ induces surface density $-\frac{e}{4 \pi a} \frac{f^{2}-a^{2}}{R^{3}}$ on the surface of the sphere (§214), and the total induced charge is $-\frac{e a}{f}$. The identity is therefore obvious from electrostatic principles.

[^6]Now introduce a quantity $u$ defined by

$$
u=\frac{f^{2}-a^{2}}{4 \pi a} \iint \frac{F d S}{R^{3}}
$$

so that $u$ is a function of the position of $P$. If $P$ is very close to the sphere, $f^{2}-a^{2}$ is small, and the important contributions to the integral arise from those terms for which $R$ is very small: i.e. from elements near to $P$.

If the value of $F$ does not change abruptly near to the point $P$, or oscillate with infinite frequency, we can suppose that as $P$ approaches the sphere, all elements on the sphere from which the contribution to the integral (141) are of importance, have the same $F$. This value of $F$ will of course be the value at the point at which $P$ ultimately touches the sphere, say $\boldsymbol{F}_{\boldsymbol{P}}$. Thus in the limit we have

$$
\begin{align*}
u & =\frac{\left(f^{2}-a^{2}\right) F_{P}}{4 \pi a} \iint \frac{d S}{R^{3}} \ldots \ldots \ldots \\
& =F_{P} \frac{a}{f}, \text { by equation (140), } \\
& =F_{P},
\end{align*}
$$

when in the limit $f$ becomes equal to $a$.
If the value of $F$ oscillates with infinite frequency near to the point $P$, we obviously may not take $F$ outside the sign of integration in passing from equation (141) to equation (142).

If the value of $\boldsymbol{F}$ is discontinuous at the point $\boldsymbol{P}$ of the sphere with which $P$ ultimately coincides, we again cannot take $F$ outside the sign of integration. Suppose, however, that we take coordinates $\rho, 9$ to express the position of a point $P^{\prime}$ on the surface of the sphere very near to $P^{\prime \prime}$, the coordinate $\rho$ being the distance $P^{\prime} P^{\prime \prime}$, and 9 being the angle which $P^{\prime} P^{\prime \prime}$ makes with any line through $P^{\prime}$ in the tangent plane at $P$. Then $F$ may be regarded as a function of $\rho, \vartheta$, and the fact that $F$ is discontinuous at $P$ is expressed by saying that as we approach the limit $\rho=0$, the limiting value of $F$ (assuming such a limit to exist) is a function of 9-i.e. depends on the path by which $P$ is approached. Let $\boldsymbol{F}(\Im)$ denote this limit. Then

$$
\begin{aligned}
u & =\frac{f^{2}-a^{2}}{4 \pi a} \int \frac{F(9) \rho d \rho d 9}{R^{3}} \\
& =\frac{f^{2}-a^{2}}{4 \pi a} \int F(9)\left[\int \frac{\rho d \rho}{R^{3}}\right] d 9 \\
& =\frac{f^{2}-a^{2}}{4 \pi a} \int F(9)\left[\frac{1}{2 \pi} \iint \frac{d S}{R^{3}}\right] d 9 \\
& =\frac{1}{2 \pi} \int F(9)\left[\frac{f^{2}-a^{2}}{4 \pi a} \iint \frac{d S}{R^{3}}\right] d 9 \\
& =\frac{1}{2 \pi} \int F(9)\left(\frac{a}{f}\right) d 9, \text { by equation (140). }
\end{aligned}
$$

On passing to the limit and putting $a=f$, we find that

$$
\begin{equation*}
u=\frac{1}{2 \pi} \int F(9) d 9 \tag{143}
\end{equation*}
$$

i.e. $u$ is the average value of $\boldsymbol{F}$ taken on a small circle of infinitesimal radius surrounding $\boldsymbol{P}$. In particular, if $\boldsymbol{F}$ changes abruptly on crossing a certain line through $\boldsymbol{P}$, having a value $F_{1}$ on one side, and a value $F_{2}$ on the other, then the limiting value of $u$ is

$$
u=\frac{1}{2}\left(F_{1}+F_{2}\right)
$$

If we take $\theta$ to denote the angle $P O Q$,

$$
\begin{aligned}
\frac{1}{R} & =\left(f^{2}-2 a f \cos \theta+a^{2}\right)^{-\frac{1}{2}} \\
& =\frac{1}{f}\left(1+\frac{a^{2}-2 a f \cos \theta}{f^{2}}\right)^{-\frac{1}{2}} \\
& =\frac{1}{f}\left[1-\frac{1}{2} \frac{a^{2}-2 a f \cos \theta}{f^{2}}+\frac{3}{8}\left(\frac{a^{2}-2 a f \cos \theta}{f^{2}}\right)^{2}-\cdots\right],
\end{aligned}
$$

or, arranging in descending powers of $f$,

$$
\begin{equation*}
\frac{1}{R}=\frac{1}{f}\left[1+P_{1} \frac{a}{f}+P_{2} \frac{a^{2}}{f^{2}}+P_{3} \frac{a^{3}}{f^{3}}+\ldots\right] \tag{144}
\end{equation*}
$$

in which $P_{1}, P_{2}, P_{3} \ldots$ are functions of $\theta$, being obviously rational integral functions of $\cos \theta$. When $\theta=0$,

$$
\frac{1}{\bar{R}}=\frac{1}{a-f}=\frac{1}{f}\left(1+\frac{a}{f}+\frac{a^{2}}{f^{2}}+\ldots\right)
$$

and when $\theta=\pi$,

$$
\frac{1}{R}=\frac{1}{a+f}=\frac{1}{f}\left(1-\frac{a}{f}+\frac{a^{2}}{f^{2}}-\ldots\right)
$$

so that when $\theta=0$,
and when $\theta=\pi$,

$$
P_{1}=P_{2}=\ldots=1
$$

$$
-P_{1}=P_{2}=-P_{3}=\ldots=1
$$

It is clear, therefore, that the series (144) is convergent for $\theta=0$ and $\theta=\pi$, and a consideration of the geometrical interpretation of this series will shew that it must be convergent for all intermediate values*.

Differentiating equation (144) with respect to $f$, we get

$$
\begin{equation*}
\frac{a \cos \theta-f}{R^{3}}=\frac{d\left(\frac{1}{R}\right)}{d f}=-\frac{1}{f^{2}}-2 P_{1} \frac{a}{f^{2}}-3 P_{2} \frac{a^{2}}{f^{4}}-\cdots \tag{145}
\end{equation*}
$$

If we multiply this equation by $2 f$, and add corresponding sides to equation (144), we obtain

$$
\frac{a^{2}-f^{2}}{R^{3}}=-\sum_{0}^{\infty}(2 n+1) P_{n} \frac{a^{n}}{f^{n+1}}
$$

Multiplying this equation by $-\frac{F}{4 \pi a}$, and integrating over the surface of the sphere, we obtain

$$
\frac{f^{4}-a^{2}}{4 \pi a} \iint \frac{F d S}{R^{3}}=\sum_{0}^{\infty} \frac{2 n+1}{4 \pi} \iint F P_{n} \frac{a^{n-1}}{f^{n+1}} d S
$$

[^7]or, by equation (141),
$$
u=\frac{1}{4 \pi a^{2}} \stackrel{\Xi}{0}_{\infty}^{0}(2 n+1) \iint F P_{n}\left(\frac{a}{f}\right)^{n+1} d S .
$$

If the function $\boldsymbol{F}$ is continuous and non-oscillatory at the point $P$, then on passing to the limit and putting $f=a$, we obtain

$$
F=\frac{1}{4 \pi l^{2}}{ }_{0}^{\infty}(2 n+1) \iint F P_{n} d S
$$

If $\boldsymbol{F}$ is discontinuous and non-oscillatory, then the value of the series on the right is not $F$, but is the function defined in equation (143).

Now it is known that $1 / r$ is a spherical harmonic, so that we have

$$
\nabla^{2}\left(\frac{1}{\bar{R}}\right)=0
$$

where the differentiation is with respect to the coordinates of $Q$. Hence $1 / R$ must be of the form (cf. § 233)

$$
\frac{1}{l^{2}}=\Sigma\left(A v^{n}+\frac{B}{r^{n+1}}\right) S_{n}
$$

where $S_{n}$ is a surface harmonic of order $n$. Comparing with equation (144), and remembering that $a$ in this equation is the same as the $r$ of equation (147), we see that $P_{n}$, regarded as a function of the position of $Q$, is a surface harmonic of order $n$, and we have already seen that it is a series of powers of $\cos \theta$, or of $\frac{x}{r}$, the highest power being the $n$ th, so that $r^{n} P_{n}$ is a rational integral harmonic of order $n$. It follows that

$$
\iint F r^{n} P_{n} d S
$$

being the sum of a number of terms each of the form $r^{n} P_{n}$, is also a rational integral harmonic of order $n$, say $V_{n}$. On the surface of the sphere

$$
\nabla_{n}=u^{n} \iint F P_{n} d S
$$

so that equation (146) becomes

$$
\begin{equation*}
F=\frac{1}{4 \pi a^{2}} \sum_{0}^{\infty} \frac{2 n+1}{a^{n}} V_{n} \tag{148}
\end{equation*}
$$

which establishes the result in question.
241. Theorem. The expansion of an arbitrary function of position on the surface of a sphere a॰ a series of rational integral harmonics is unique.

For if possible let the same function $F$ be expanded in two ways, say

$$
\begin{aligned}
& \boldsymbol{F}=\mathbf{\Sigma} W_{\boldsymbol{n}} \quad \text {..............................(149), }
\end{aligned}
$$

where $W_{n}, W_{n}^{\prime}$ are rational integral harmonics of order $n$. Then the function

$$
u=\Sigma\left(W_{n}-W_{n}^{\prime}\right)
$$

is a spherical harmonic, which vanishes at every point of the sphere. Since $\nabla^{2} u=0$ at every point inside the sphere it is impossible for $u$ to have either a maxinum or a minimum value inside the sphere (cf. §52), so that $u=0$ at every point inside the sphere. Since $W_{n}-W_{n}^{\prime}$ is a harmonic of order $n$, it must be of the form $r^{n} S_{n}$, where $S_{n}$ is a surface harmonic, so that

$$
u=\sum r^{n} S_{n}=0 .
$$

Thus $u$ is a power series in $r$ which vanishes for all values of $r$ from $r=0$ to $r=a$. Thus $S_{n}=0$ for all values of $n$. Hence $W_{n}=W_{n}^{\prime}$, and the two expansions (149) and (150) are scen to be identical.
242. It is clear that in electrostatics we shall in general only be concerned with functions which are finite and single-valued at every point, and of which the discontinuities are finite in number. Thus the only classes of harmonics which are of importance are rational integral harmonics, and in future we confine our attention to these. We have found that
(i) The rational integral harmonics of degree $n$ are $(2 n+1)$ in number, and may all be derived from the harmonic $\frac{1}{r}$ by differentiation.
(ii) Any function of position on a spherical surface, which satisfies the conditions which obtain in a physical problem, can be expanded as a series of rational integral harmonics, and this can be done only in one way.
243. Beforefonsidering these harmonics in detail, we may try to form some idea of the physical conceptions which lead to them most directly.

The function $\frac{1}{r}$ is the potential of a unit charge at the origin. If, as in § 64, we consider two charges $\pm e$ at points $O^{\prime}, O^{\prime \prime}$ at equal small distances $a,-a$ from the origin along the axis of $x$, we obtain as the


Era. 73. potential at $P$,

$$
\begin{aligned}
V=\frac{e}{O^{\prime} P}-\frac{e}{O^{\prime \prime} P} & =\frac{e}{O P^{\prime \prime}}-\frac{e}{O P^{\prime}} \\
& =-e \cdot P^{\prime} I^{\prime \prime} \frac{\partial}{\partial x}\left(\frac{1}{r}\right) .
\end{aligned}
$$

If we take $-\boldsymbol{e} . P^{\prime} I^{\prime \prime \prime}=1$, we have a doublet of strength -1 parallel to the axis of $x$, and the potential at $P$ is $\frac{\partial}{\partial x}\left(\frac{1}{r}\right)$. In fact this potential is exactly the same as $-\frac{x}{r^{2}}$ already found in $\S 64$.

Thus the three harmonics of order $\mathbf{- 2}$ obtained by dividing the rational integral harmonics of order 1 by $r^{2}$, namely $\frac{\partial}{\partial x}\left(\frac{1}{r}\right), \frac{\partial}{\partial y}\left(\frac{1}{r}\right), \frac{\partial}{\partial z}\left(\frac{1}{r}\right)$, are simply the potentials of three doublets each of unit strength, parallel to the negative axes of $x, y, z$ respectively.

If in fig. 73 we replace the charge $e$ at $\mathcal{O}^{\prime}$ by a doublet of strength $e$ parallel to the negative axis of $x$, and the charge -e at $O^{\prime \prime}$ by a doublet of strength $-e$ parallel to the negative axis of $x$, we obtain a potential

$$
\frac{\partial^{2}}{\partial x^{\omega}}\left(\frac{1}{r}\right) .
$$

If instead of the doublets being parallel to the axis of $\boldsymbol{x}$, we take them parallel to the axis of $y$, we obtain a potential

$$
\frac{\partial^{2}}{\partial x \partial y}\left(\frac{1}{r}\right)
$$

So we can go on indefinitely, for on differentiating the potential of a system with respect to $x$ we get the potential of a system obtained by replacing each unit charge of the original system by a doublet of unit strength parallel to the axis of $x$. Thus all harmonics of type

$$
\frac{\partial^{0+t+u}}{\partial x^{\downarrow} \partial y^{t} \hat{\partial} z^{u}}\left(\frac{1}{r}\right)
$$

(cf. § 236) can be regarded as potentials of systems of doublets at the origin, and, as we have seen ( $\$ 239$ ), it is these potentials which give rise to the rational integral harmonics.
244. For instance in finding a system to give potential $\frac{\partial^{2}}{\partial x^{2}}\left(\frac{1}{r}\right)$, we may replace the charge $O$ in fig. 73 by a charge $\frac{1}{2 \alpha}$ at distance $2 a$ from $O$ and $-\frac{1}{2 a}$ at $O$. The charge at $O$ may be similarly treated, so that the whole system is seen to consist of charges

$$
E,-2 E, E
$$

at the points $x=-b, 0, b$ where $b=2 a$, and $E^{2}=\frac{1}{b^{2}}$.
A system of this kind placed along each axis gives a charge -6E at the origin and a charge $E$ at each corner of a regular octahedron having the origin as centre. The potential

$$
\begin{aligned}
& =\frac{\partial^{2}}{\partial x^{2}}\left(\frac{1}{r}\right)+\frac{\partial^{2}}{\partial y^{2}}\left(\frac{1}{r}\right)+\frac{\partial^{2}}{\partial z^{2}}\left(\frac{1}{r}\right) \\
& =0,
\end{aligned}
$$

so that such a system sends out no lines of force.
245. The most important class of rational integral harmonics is formed by harmonics which are symmetrical about an axis, say that of $a$. There is one harmonic of each degree $n$, namely that derived from the function

$$
\frac{\partial^{n}}{\partial x^{n}}\left(\frac{1}{r}\right)
$$

These harmonics we proceed to investigate.

## Legendre's Coeffiolents.

246. The function

$$
\begin{equation*}
\frac{1}{\sqrt{a^{2}-2 a r \cos \theta+r^{2}}} . \tag{151}
\end{equation*}
$$

can, as we have already seen (cf. equation (144)), be expanded in a convergent series in the form

$$
\begin{equation*}
\frac{1}{\sqrt{a^{2}-2 a r} \cos \theta+r^{2}}=\frac{1}{a}+P_{1} \frac{r}{a^{2}}+P_{2} \frac{r^{2}}{a^{3}}+\ldots+P_{n} \frac{r^{n}}{a^{n+1}}+\ldots \tag{152}
\end{equation*}
$$

if $a$ is greater than $r$. Here the coefficients $P_{1}, P_{2}, \ldots$ are functions of $\cos \theta$, and are known as Legendre's coefficients. When we wish to specify the particular value of $\cos \theta$, we write $P_{n}$ as $P_{n}(\cos \theta)$.

Interchanging $r$ and $a$ in equation (152) we find that, if $r>a$,

$$
\begin{equation*}
\frac{1}{\sqrt{a^{2}-2 a r \cos \theta+r^{2}}}=\frac{1}{r}+P_{1} \frac{a}{r^{2}}+P_{2} \frac{a^{2}}{r^{2}}+\ldots \tag{153}
\end{equation*}
$$

We have already seen that the functions $P_{1}, P_{2}, \ldots$ are surface harmonics, each term of the equations (152) and (153) separately satisfying Laplace's equation. The equation satisfied by the general surface harmonic $S_{n}$ of degree $n$, namely equation (136), is

$$
\frac{\partial}{\sin \theta \partial \theta}\left(\sin \theta \frac{\partial S_{n}}{\partial \theta}\right)+\frac{\partial^{2} S_{n}}{\sin ^{2} \theta} \theta \partial \phi^{2}+n(n+1) S_{n}=0 .
$$

In the present case $P_{n}$ is independent of $\phi$, so that the differential equation satisfied by $P_{n}$ is

$$
\frac{\partial}{\sin \theta \partial \theta}\left(\sin \theta \frac{\partial P_{n}}{\partial \theta}\right)+n(n+1) P_{n}=0,
$$

or, if we write $\mu$ for $\cos \theta$,

$$
\begin{equation*}
\frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right) \frac{\partial P_{n}}{\partial \mu}\right\}+n(n+1) P_{n}=0 \tag{154}
\end{equation*}
$$

This equation is known as Legendre's equation.
247. By actual expansion of expression (151)

$$
\left(a^{2}-2 a r \mu+r^{2}\right)^{-\frac{1}{2}}=\frac{1}{a}\left\{1+\frac{1}{2}\left(2 \frac{r \mu}{a}-\frac{r^{2}}{a^{2}}\right)+\frac{1.3}{2.4}\left(2 \frac{r \mu}{a}-\frac{r^{2}}{a^{2}}\right)^{2}+\ldots\right\},
$$

so that on picking out the coefficient of $r^{n}$, we obtain

$$
\begin{equation*}
P_{n}=\frac{1.3 \ldots 2 n-1}{n!} \mu^{n}-\frac{1.3 \ldots 2 n-3}{2 \cdot(n-2)!} \mu^{n-2}+\frac{1.3 \ldots 2 n-5}{2.4 \cdot(n-4)!} \mu^{n-4}-\ldots \tag{155}
\end{equation*}
$$

Thus $P_{n}$ is an even or odd function of $\mu$ according as $n$ is even or odd. It will readily be verified that expression (155) is a solution in series of equation (154).

Let us take axes $O x, O y, O z$, the axis $O x$ to coincide with the line $\theta=0$, then $\mu r=r \cos \theta=x$. Then it appears that $P_{n} r^{n}$ is a rational integral function of $x, y$, and $z$ of degree $n$, and, being a solution of Laplace's equation, it must be a rational integral harmonic of degree $n$. We have seen that there can only be one harmonic of this type which is also symmetrical about an axis; this, then, must be $P_{n} r^{r}$.
248. If we write

$$
\left(a^{2}-2 a r \mu+r^{2}\right)^{-\frac{2}{2}}=f(a)
$$

we have, by Maclaurin's Theorem,

$$
\begin{equation*}
f(a)=f(0)+a\left\{\frac{\partial f(a)}{\partial a}\right\}_{a=0}+\frac{a^{2}}{2!}\left\{\frac{\partial^{2} f(a)}{\partial a^{2}}\right\}_{a=0}+\ldots \tag{156}
\end{equation*}
$$

If $P$ is the point whose polar coordinates are $a, 0$ and $Q$ is the point $r, \theta$, then $f(a)=\frac{1}{P(Q}$. The Cartesian coordinates of $P$ may be taken to be $a, 0,0$; let those of $Q$ be $x, y, z$. Then $f(a)=\frac{1}{\sqrt{(x-a)^{2}+y^{2}+2^{2}}}$, so that as regards differentiation of $f(a)$,
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Thus

$$
\begin{aligned}
\left\{\frac{\partial^{n} f(a)}{\partial a^{n}}\right\}_{a=0} & =(-)^{n}\left\{\frac{\partial^{n} f(a)}{\partial x^{n}}\right\}_{a-0}=(-)^{n} \frac{\partial^{n} f(0)}{\partial x^{n}} \\
& =(-)^{n} \frac{\partial^{n}}{\partial x^{n}} \frac{1}{\sqrt{x^{2}+y^{2}+z^{2}}} \\
& =(-)^{n} \frac{\partial^{n}}{\partial x^{n}}\left(\frac{1}{r}\right)
\end{aligned}
$$

so that equation (156) becomes

$$
f(a)=\frac{1}{r}-a \frac{\partial}{\partial x}\left(\frac{1}{r}\right)+\frac{a^{2}}{2!} \frac{\partial^{2}}{\partial x^{2}}\left(\frac{1}{r}\right)-\ldots,
$$

and on comparison with expansion (153), we see that

$$
P_{n}=r^{n+1} \frac{(-1)^{n}}{n!} \frac{\hat{\sigma}^{n}}{\partial x^{n}}\left(\frac{1}{r}\right),
$$

giving the form for $P_{n}$ which we have already found to exist in $\S \mathbf{2 4 5}$.
249. A more convenient form for $P_{n}$ can be obtained as follows.

Let

$$
1-h y=\left(1-2 h \mu+h^{2}\right)^{\frac{1}{2}}
$$

so that

$$
y=\mu+h \frac{y^{2}-1}{\rho} \ldots
$$

From this relation we can expand $y$ by Lagrange's Theorem (cf. Edwards, Differential Calculus, §517) in the form

$$
y=\mu+h \frac{\mu^{2}-1}{2}+\ldots+\frac{h^{n}}{n!}\left(\frac{\partial}{\partial \mu}\right)^{n-1}\left(\frac{\mu^{2}-1}{2}\right)^{n}+\ldots
$$

Differentiating with respect to $\mu$,

$$
\frac{\partial y}{\partial \mu}=1+\frac{h}{2} \frac{\partial}{\partial \mu}\left(\mu^{2}-1\right)+\ldots+\frac{1}{n!}\left(\frac{h}{2}\right)^{n}\left(\frac{\lambda}{\partial \mu}\right)^{n}\left(\mu^{2}-1\right)^{n}+\ldots
$$

From equation (157), however, we find

$$
\frac{\partial y}{\partial \mu}=\left(1-2 h \mu+h^{2}\right)^{-\frac{1}{2}}=1+h P_{1}+\ldots+h^{n} P_{n}+\ldots .
$$

Equating the coefficients of $h^{n}$ in the two expansions, we find

$$
P_{n}=\frac{1}{2^{n} n!}\left(\frac{\partial}{\partial \mu}\right)^{n}\left(\mu^{2}-1\right)^{n}
$$

250. This last formula supplies the easiest way of calculating actual values of $P_{n}$. The values of $P_{1}, P_{2}, \ldots P_{7}$ are found to be

$$
\begin{aligned}
& P_{1}(\mu)=\mu, \\
& P_{2}(\mu)=\frac{1}{2}\left(3 \mu^{3}-1\right), \\
& P_{3}(\mu)=\frac{1}{2}\left(5 \mu^{3}-3 \mu\right), \\
& P_{4}(\mu)=\frac{1}{8}\left(35 \mu^{4}-30 \mu^{2}+3\right), \\
& P_{3}(\mu)=\frac{1}{8}\left(63 \mu^{6}-70 \mu^{3}+15 \mu\right), \\
& P_{6}(\mu)=\frac{1}{16}\left(231 \mu^{6}-315 \mu^{6}+105 \mu^{2}-5\right), \\
& P_{7}(\mu)=\frac{1}{16}\left(429 \mu^{7}-693 \mu^{5}+315 \mu^{2}-35 \mu\right) .
\end{aligned}
$$

251. The equation $\left(\mu^{2}-1\right)^{n}=0$ has $2 n$ real roots, of which $n$ may be regarded as coinciding at $\mu=1$, and $n$ at $\mu=-1$. By a well-known theorem, the first derived equation,

$$
\frac{\partial}{\partial \mu}\left(\mu^{2}-1\right)^{n}=0
$$

will have $2 n-1$ real roots separating those of the original equation. Passing to the $n$th derived equation, we find that the equation

$$
\frac{\partial^{n}}{\partial \mu^{n}}\left(\mu^{2}-1\right)^{n}=0
$$

has $n$ real roots, and that these must all lie between $\mu=-1$ and $\mu=+1$. The roots are all separate, for two roots could only be coincident if the original equation $\left(\mu^{2}-1\right)^{n}=0$ had $n+1$ coincident roots.

Thus the $n$ roots of the equation $P_{n}(\mu)=0$ are all real and separate and lie between $\mu=-1$ and $\mu=+1$.
252. Putting $\mu=1$, we obtain

$$
\begin{aligned}
1+P_{1} h+P_{1} h^{2}+\ldots & =\frac{1}{\sqrt{1-2 h+h^{2}}} \\
& =1+h+h^{2}+\ldots .
\end{aligned}
$$

so that $P_{1}=P_{2}=\ldots=1$. Similarly, when $\mu=-1$, we find (cf. §240) that

$$
-P_{1}=+P_{2}=-P_{3}=\ldots=-1 .
$$

We can now shew that throughout the range from $\mu=-1$ to $\mu=+1$, the numerical value of $P_{n}$ is never greater than unity. We have

$$
\begin{aligned}
\left(1-2 h \cos \theta+h^{2}\right)^{-\frac{1}{2}} & =\left(1-h e^{i \theta}\right)^{-\frac{1}{2}}\left(1-h e^{-i \theta}\right)^{-\frac{1}{2}} \\
& =\left(1+\frac{1}{2} h e^{i \theta}+\frac{1.3}{2.4} h^{2} e^{2 i \theta}+\ldots\right) \\
& \times\left(1+\frac{1}{2} h e^{-i \theta}+\frac{1.3}{2.4} h^{2} e^{-2 i \theta}+\ldots\right),
\end{aligned}
$$

so that on picking out coefficients of $h^{n}$,

$$
P_{n}=\frac{1.3 \ldots 2 n-1}{2.4 \ldots 2 n} 2 \cos n \theta+\frac{1}{2} \cdot \frac{1.3 \ldots 2 n-3}{2.4 \ldots 2 n-2} 2 \cos (n-2) \theta+\ldots
$$

Every coefficient is positive, so that $P_{n}$ is numerically greatest when each cosine is equal to unity, i.e. when $\theta=0$. Thus $P_{n}$ is never greater than unity.

Fig. 75 shews the graphs of $P_{1}, P_{2}, P_{3}, P_{0}$, from $\mu=-1$ to $\mu=+1$, the value of $\theta$ being taken as abscissa.
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Relations between coeficients of different orders.
253. We have

$$
\left(1-2 h \mu+h^{2}\right)^{-\frac{1}{2}}=1+\sum_{1}^{\infty} h^{n} P_{n} .
$$

Differentiating with regard to $h$,
so that

$$
\begin{equation*}
(\mu-h)\left(1-2 h \mu+h^{2}\right)^{-\frac{3}{2}}=\sum_{1}^{\infty} n h^{n-1} P_{n} \tag{161}
\end{equation*}
$$

$$
(\mu-h)\left(1+\sum_{1}^{\infty} h^{n} P_{n}\right)=\left(1-2 h \mu+h^{2}\right) \sum_{1}^{\infty} n h^{n-1} P_{n} .
$$

Equating coefficients of $h^{n}$, we obtain

$$
\begin{equation*}
(n+1) P_{n+1}+n P_{n-1}=(2 n+1) \mu P_{n} . \tag{162}
\end{equation*}
$$

This is the difference equation satisfied by three successive coefficients.
Again, if we differentiate equation (160) with respect to $\mu$.

$$
h\left(1-2 h \mu+h^{2}\right)^{-\frac{s}{2}}=\Sigma h^{n} \frac{\partial P_{n}}{\partial \mu},
$$

so that, by combining with (161),

$$
\sum_{1}^{\infty} n h^{n} P_{n}=(\mu-h) \Sigma h^{n} \frac{\partial P_{n}}{\partial \mu} .
$$

Equating coefficients of $h^{n}$,

$$
n P_{n}=\mu \frac{\partial P_{n}}{\partial \mu}-\frac{\partial P_{n-1}}{\partial \mu}
$$

Differentiating (162), we obtain

$$
(n+1) \frac{\partial P_{n+1}}{\partial \mu}+n \frac{\partial P_{n-1}}{\partial \mu}=(2 n+1)\left(P_{n}+\mu \frac{\partial P_{n}}{\partial \mu}\right) .
$$

Eliminating $\mu \frac{\partial P_{n}}{\partial \mu}$ from this and (163),

$$
\begin{equation*}
(2 n+1) P_{n}=\frac{\partial P_{n+1}}{\partial \mu}-\frac{\partial P_{n-1}}{\partial \mu} \tag{164}
\end{equation*}
$$

By integration of this we obtain

$$
\begin{equation*}
\int P_{n}(\mu) d \mu=\frac{P_{n+1}(\mu)-P_{n-1}(\mu)}{2 n+1} \tag{165}
\end{equation*}
$$

whilst by the addition of successive equations of the type of (164), we obtain

$$
\begin{equation*}
\frac{\partial}{\partial \mu} P_{n}=(2 n-1) P_{n-1}+(2 n-5) P_{n-s}+\ldots \tag{166}
\end{equation*}
$$

254. We have had the general theorem (§ 237)

$$
\iint S_{n} S_{m} d \omega=0
$$

from which the theorem

$$
\iint P_{n}(\mu) P_{m}(\mu) d \omega=0
$$

follows as a special case. Or since

$$
\begin{gather*}
d \omega=\sin \theta d \theta d \phi=-d \mu d \phi, \\
\int_{-1}^{+1} P_{n}(\mu) P_{m}(\mu) d \mu=0 \ldots
\end{gather*}
$$

To find $\int_{-1}^{+1} P_{n}^{2}(\mu) d \mu$, let us square the equation

$$
\left(1-2 h \mu+h^{2}\right)^{-\frac{1}{2}}=\sum_{0}^{\infty} h^{n} P_{n},
$$

multiply by $d \mu$, and integrate from $\mu=-1$ to $\mu=+1$.
The result is

$$
\begin{aligned}
\int_{-1}^{+1} \frac{d \mu}{1-2 h \mu+h^{2}} & =\int_{-1}^{+1}\left(\sum_{0}^{\infty} h^{n} P_{n}\right)^{2} d \mu \\
& =\int_{-1}^{+1} \sum_{0}^{\infty} h^{2 n} P_{n}^{2} d \mu
\end{aligned}
$$

all products of the form $\boldsymbol{P}_{\boldsymbol{n}} \boldsymbol{P}_{\boldsymbol{m}}$ vanishing on integration, by equation (167).
Thus $\int_{-1}^{+1} P_{n}^{2} d \mu$ is the coefficient of $h^{2 n}$ in

$$
\int_{-1}^{+1} \frac{d \mu}{1-2 h \mu+h^{2}}
$$

i.e. in

$$
-\frac{1}{h} \log \frac{1-h}{1+h}
$$

and this coefficient is easily seen to be $\frac{2}{2 n+1}$.
We accordingly have

$$
\int_{-1}^{+1}\left\{P_{n}(\mu)\right\}^{2} d \mu=-\frac{2}{2 n+1}
$$

255. We can obtain this theorem iu another way, and in a more general form, by using the expansion of \$ 240 , namely

$$
F_{P}=\frac{1}{4 \pi a^{2}} \sum_{0}^{\infty}(2 s+1) \iint F P_{s}(\cos \theta) d S,
$$

where $\theta$ is the angle between the point $P$ and the element $d S$ on the sphere. This expansion is true for any function $F$ subject to certain restrictious. Taking $F$ to be a surface harmonic $S_{n}$ of order $n$, we obtain

$$
\begin{aligned}
\left(S_{n}\right)_{P} & =\frac{1}{4 \pi a^{2}} \sum_{s=0} \sum_{0=0}(2 s+1) \iint S_{n} P_{s}(\cos \theta) d S \\
& =\frac{2 n: 1}{4 \pi a^{2}} \iint S_{n} P_{n}(\cos \theta) d S
\end{aligned}
$$

all other integrals vanishing by the theorem of $\S 237$. Thus
or

$$
\begin{align*}
& \iint S_{n} P_{n}(\mu) d S=\frac{4 \pi a^{2}}{2 n+1}\left(S_{n}\right)_{\mu-1} \\
& \iint S_{n} P_{n}(\mu) d \omega=\frac{4 \pi}{2 n+1}\left(S_{n}\right)_{\mu=1} \tag{169}
\end{align*}
$$

This is the general theorem, of which equation (168) expresses a purticular case. To pass to this particular case, we replnce $S_{n}$ by $P_{n}(\mu)$ and obtain, instead of equation (169),

$$
\iint\left\{P_{n}(\mu)\right\}^{2} \sin \theta d \theta d \phi=\frac{4 \pi}{2 n+1} P_{n}(1),
$$

or, after integrating with respect to $\phi$,

$$
\int\left\{P_{n}(\mu)\right\}^{2} d \mu=\frac{2}{2 n+1}
$$

agreeing with equation (168).

## Expansions in Legendre's Cnefficients.

256. Theorem. The value of any function of $\theta$, which is finite and single-valued from $\theta=0$ to $\theta=\pi$, and which has only a finite number of discontinuities and of maxima and minima within this range, can be expressed, for every value of $\theta$ within this range for which the function is continuous, us a series of Legendre's Coefficients.

This is simply a particular case of the theorem of $\S 240$. It is therefore unnecessary to give a separate proof of the theorem.

The expansion is easily found. Assume it to be

$$
\begin{equation*}
f(\mu)=a_{0}+a_{1} P_{1}+a_{2} P_{2}+\ldots+a_{s} P_{s}+\ldots \tag{170}
\end{equation*}
$$

then on multiplying by $P_{n}(\mu) d \mu$, and integrating from $\mu=-1$ to $\mu=+1$, we obtain

$$
\begin{aligned}
\int_{-2}^{+1} P_{n}(\mu) f(\mu) d \mu & =\sum_{s=0}^{s=\infty} a_{s} \int_{-1}^{+1} P_{s}(\mu) P_{n}(\mu) d \mu \\
& =\frac{2 a_{n}}{2 n+1}
\end{aligned}
$$

every integral vanishing, except that for which $s=n$. Thus

$$
\begin{equation*}
a_{n}=\frac{2 n+1}{2} \int_{-1}^{+1} P_{n}(\mu) f(\mu) d \mu \tag{171}
\end{equation*}
$$

giving the coefficients in the expansion.
If $f(\mu)$ has a discontinuity when $\mu=\mu_{0}$, the value assumed by the series (168) on putting $\mu=\mu_{0}$ is, as in $\S 240$, equal to

$$
\begin{equation*}
\frac{1}{2}\left\{f_{1}\left(\mu_{0}\right)+f_{2}\left(\mu_{0}\right)\right\} \tag{172}
\end{equation*}
$$

where $f_{1}\left(\mu_{0}\right), f_{2}\left(\mu_{0}\right)$ are the values of $f(\mu)$ on the two sides of the discontinuity.

## Harmonic Potentiats.

257. We are now in a position to apply the results obtained to problems of electrostatics.

Consider first a sphere having a surface density of electricity $S_{\boldsymbol{n}}$. The potential at any internal point $P$ is

$$
\begin{align*}
& V_{P}=\iint \frac{S_{n} d S}{P Q}=\iint \frac{S_{n} d S}{\sqrt{a^{2}-2} a r \cdot \cos \theta+r^{2}} \\
& =\iint \frac{S_{n}}{a}\left(1+\frac{r}{a} P_{1}(\cos \theta)+\frac{r^{2}}{a^{2}} P_{2}(\cos \theta)+\ldots\right) d S \\
& =\frac{4 \pi}{2 n+1} a^{2} \frac{r^{n}}{a^{n+1}}\left(S_{n}\right)_{\cos \theta=1} \text {, by the theorems of } \S \S 237 \text { and } 255 \text {, } \\
& =\frac{4 \pi}{2 n+1} a^{l^{n} S_{n}} \tag{173}
\end{align*}
$$

this expression being evaluated at $P$.
Similarly the potential at any external point $P$ is

$$
V_{P}=\frac{4 \pi \Lambda^{n+2} S_{n}}{(2 n+1) r^{n+1}} .
$$

These potentials are obviously solutions of Laplace's equation, and it is easy to verify that they correspond to the given surface density, for

$$
\left(\frac{\partial V}{\partial r}\right)_{\text {outside }}-\left(\frac{\partial V}{\partial r}\right)_{\text {inside }}=4 \pi \Sigma_{n} .
$$

This gives us the fundamental property of harmonics, on which their application to potential-problems depends: A distribution of surface density $S_{n}$ on a sphere gives rise to a potentzal which at every point is proportional to $S_{n}$.
258. The density of the most general surface distribution can, by the theorem of $\S 240$, be expressed as a sum of surface harmonics, say

$$
\sigma=S_{0}+S_{1}+S_{2}+\ldots,
$$

in which $S_{0}$ is of course simply a constant. The potential, by the results of the last section, is

$$
\begin{array}{r}
V=4 \pi a\left\{S_{0}+\frac{S_{1}}{3}\left(\frac{r}{a}\right)+\frac{S_{2}}{5}\left(\frac{r}{a}\right)^{2}+\ldots\right\} \text { at an internal point } \ldots(174), \\
V=4 \pi a\left\{S_{0}\left(\frac{a}{r}\right)+\frac{S_{1}}{3}\left(\frac{a}{r}\right)^{2}+\frac{S_{2}}{5}\left(\frac{a}{r}\right)^{\dot{4}}+\ldots\right\} \text { at an external point } \ldots(175) . \tag{175}
\end{array}
$$

## Examples of tie use of Harmonic Potentials.

## I. Potential of spherical cap and circular ring.

259. As a first example, let us find the potential of a spherical cap of angle $\alpha$-i.e. the surface cut from a sphere by a right circular cone of semivertical angle aelectrified to a uniform surface density $\sigma_{0}$.

We can regard this as a complete sphere electrified to surface density $\sigma$, where

$$
\begin{aligned}
& \sigma=\sigma_{0} \text { from } \theta=0 \text { to } \theta=\alpha, \\
& \sigma=0 \text { from } \theta=\alpha \text { to } \theta=\pi .
\end{aligned}
$$

The value of $\sigma^{\sigma}$ being symmetrical about the axis $\theta=0$, let us assume for the value of $\sigma$ expanded in harmonics
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$$
\sigma=a_{0}+a_{1} P_{1}(\cos \theta)+a_{2} P_{2}(\cos \theta)+\ldots
$$

then, by equation (171),

$$
\begin{aligned}
a_{n} & =\frac{2 n+1}{2} \int_{\theta=\pi}^{\theta=0} \sigma P_{n}(\cos \theta) d(\cos \theta) \\
& =\frac{2 n+1}{2} \sigma_{0} \int_{\theta=a}^{\theta=0} P_{n}(\cos \theta) d(\cos \theta) \\
& =\frac{1}{2} \sigma_{0}\left\{P_{n-1}(\cos \alpha)-P_{n+1}(\cos \alpha)\right\}
\end{aligned}
$$

by equation (165), except when $n=0$. For this case we have

$$
a_{0}=\frac{1}{2} \sigma_{0} \int_{\theta=a}^{\theta=0} d(\cos \theta)=\frac{1}{2} \sigma_{0}(1-\cos a) .
$$

Thus

$$
\sigma=\frac{1}{2} \sigma_{0}\left[(1-\cos \alpha)+\sum_{n=1}^{n=\infty}\left\{P_{n-1}(\cos \alpha)-P_{n+1}(\cos \alpha)\right\} P_{n}(\cos \theta)\right] .
$$

It is of interest to notice that when $\theta=\alpha$, the value of $\sigma$ given by this series is $\sigma=\frac{1}{2} \sigma_{0}$, as it ought to be (cf. expression (172)).

The potential at an external point may now be written down in the form

$$
\begin{equation*}
V=2 \pi a \sigma_{0}\left[(1-\cos \alpha)\left(\frac{a}{r}\right)+\sum_{n=1}^{n=\infty} \frac{P_{n-1}(\cos \alpha)-P_{n+1}(\cos \alpha)}{2 n+1}\left(\frac{a}{r}\right)^{n+1} P_{n}(\cos \theta)\right] \tag{176}
\end{equation*}
$$

and that at an internal point is

$$
\begin{equation*}
V=2 \pi a \sigma_{0}\left[(1-\cos \alpha)+\sum_{n=1}^{n=\infty} \frac{P_{n-1}(\cos \alpha)-P_{n+1}(\cos \alpha)}{2 n+1}\left(\frac{r}{a}\right)^{n} P_{n}(\cos \theta)\right] \tag{177}
\end{equation*}
$$

On differentiating with respect to $\alpha$, we obtain the potential of a ring of line density $\sigma_{0} a d a$. At a point at which $r>a$, we differentiate expression (176), and obtain

$$
V=2 \pi a \sigma_{0} d \alpha\left[\sin \alpha\left(\frac{a}{r}\right)+\sum_{n=1}^{n-\infty} P_{n}(\cos \alpha) \sin \alpha\left(\frac{a}{r}\right)^{n+1} P_{n}(\cos \theta)\right],
$$

or, putting $a \sigma_{0} d \alpha=\tau$ and simplifying,

$$
V=2 \pi \tau \sum_{n=0}^{n=\infty} P_{n}(\cos \alpha) \sin \alpha\left(\frac{a}{r}\right)^{n+1} P_{n}(\cos \theta) .
$$

Obviously the potential at a point at which $r<a$ can be obtained on replacing $\left(\frac{a}{r}\right)^{n+1}$ by $\left(\frac{r}{a}\right)^{n}$.
260. These last results can be obtained more directly by considering that at any point on the axis $\theta=0$ the potential is

$$
V=\frac{2 \pi a \tau \sin \alpha}{\sqrt{r^{2}+a^{2}-2 a r \cos \alpha}},
$$

or, if $r>a$,

$$
V=\frac{2 \pi a \tau \sin \alpha}{r} \sum_{n=0}^{n=\infty} P_{n}(\cos \alpha)\left(\frac{a}{r}\right)^{n},
$$

and expression (178) is the only expansion in Lagrange's coefficients wi.. ih satisfies Laplace's equation and agrees with this expression when $\theta=0$.

## II. Uninsulated sphere in field of force.

261. The method of harmonics enables us to find the field of force produced when a conducting sphere is introduced into any permanent field of force. Let us suppose first that the sphere is uninsulated
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Let the sphere be of radius $a$. Round the centre of the field describe a slightly larger sphere of radius $a^{\prime}$, so small as not to enclose any of the fixed charges by which the permanent field of force is produced. Between these two spheres the potential of the field will be capable of expression in a series of rational integral harmonics, say

$$
\begin{equation*}
V=V_{0}+V_{1}+V_{2}+\ldots \tag{179}
\end{equation*}
$$

The problem is to superpose on this a potential, procuced by the induced electrification on the sphere, which shall give a total potential equal to zero over the sphere $r=a$. Clearly the only form possible for this new potential is

$$
\begin{equation*}
V=-V_{0}\left(\frac{a}{r}\right)-V_{1}\left(\frac{a}{r}\right)^{2}-V_{2}\left(\frac{a}{r}\right)^{b}-\ldots \tag{180}
\end{equation*}
$$

Thus the total potential between the spheres $r=a$ and $r=a^{\prime}$ is

$$
V_{0}\left\{1-\frac{a}{r}\right\}+V_{1}\left\{1-\left(\frac{a}{r}\right)^{2}\right\}+V_{2}\left\{1-\left(\frac{a}{r}\right)^{0}\right\}+\ldots+V_{n}\left\{1-\left(\frac{a}{r}\right)^{2 n+1}\right\}+\ldots
$$

Putting $V_{n}=r^{n} S_{n}$, the surface density of electrification on the sphere is, by Coulomb's Law,

$$
\begin{aligned}
& -\frac{1}{4 \pi} \Sigma S_{n}\left\{\frac{\partial}{\partial r}\left(r^{n}\right)-\frac{\partial}{\partial r}\left(\frac{a^{2 n+1}}{r^{2 n+1}}\right)\right\}_{r=a} \\
= & -\frac{1}{4 \pi} \Sigma a^{n-1}(2 n+1) S_{n} \\
= & -\frac{1}{4 \pi a} \Sigma(2 n+1) V_{n} .
\end{aligned}
$$

This result is indeed obvious from § 258 , on considering that the surface electrification must give rise to the potential (180).

If $n$ is different from zero,

$$
\iint S_{0} S_{n} d S=0
$$

where the integration is over any sphere, so that
and

$$
\begin{array}{ll}
\iint S_{n} d S=0 & (n \neq 0), \\
\iint V_{n} d S=0 & (n \neq 0) . .
\end{array}
$$

Thus the total charge on the sphere

$$
\begin{aligned}
& =\iint \sigma d S \\
& =-\frac{1}{4 \pi a} \Sigma(2 n+1) \int V_{n} d S \\
& =-\frac{1}{4 \pi a} V_{0} .4 \pi a^{2}=-V_{0} a,
\end{aligned}
$$

and $\nabla_{0}$ was the potential of the original field at the centre of the sphere.
262. Incidentally we may notice, as a consequence of (181), that the mean value of a potential averaged over the surface of any sphere which does not include any electric charge is equal to the potential at the centre (cf. §50).

If the sphere is introduced insulated, we superpose on to the field already given, the field of a charge $E$ spread uniformly over the surface of the sphere, and the potential of this field is $\frac{E}{r}$. We obtain the particular case of an uncharged sphere by taking $E=V_{0} a$, and the potential of this field, namely $V_{0}\left(\frac{a}{r}\right)$, just annihilates the first term in expression (180), to which it has to be added.

It will easily be verified that, on taking the potential of the original field to be $V_{1}=F x$, we arrive at the results already obtained in $\S 217$.

## III. Dielectric sphere in a feld of force.

263. An analogous treatment will give the solution when a homogeneous dielectric sphere is placed in a permanent field of force. The treatment will, perhaps, be sufficiently exemplified by considering the case of the simple field of potential

$$
\nabla_{1}=F x=r S_{1}
$$

Let us assume for the potential $V_{0}$ outside the sphere

$$
V_{0}=r S_{1}+\frac{\alpha S_{1}}{r^{2}}
$$
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and for the potential $V_{i}$ inside the sphere

$$
V_{2}=\beta r S_{1},
$$

no term of the form $\frac{S_{1}}{n^{2}}$ being included in $V_{i}$, as it would give infinite
potential at the origin. The constants $\alpha, \beta$ are to be determined from the conditions

$$
\left.\begin{array}{c}
V_{i}=V_{0} \\
K \frac{\partial V_{i}}{\partial r}=\frac{\partial V_{0}}{\partial r}
\end{array}\right\} \text { at } r=a .
$$

These give

$$
\begin{aligned}
& a+\frac{a}{a^{2}}=\beta a \\
& 1-\frac{2 a}{a^{2}}=K \beta
\end{aligned}
$$

whence

$$
\alpha=-\frac{K-1}{K+2} a^{2}, \quad \beta=\frac{3}{K+2},
$$

so that

$$
\begin{gathered}
V_{0}=F x\left\{1-\frac{K-1}{K+2}\left(\frac{a}{r}\right)^{2}\right\}, \\
V_{i}=\frac{3}{K+2} F x .
\end{gathered}
$$

Thus the lines of force inside the dielectric are all parallel to those of the original field, but the intensity is diminished in the ratio $\frac{3}{K+2}$. The field is shewn in fig. 78.

## IV. Nearly spherical surfaces.

264. If $r=a$, the surface $r=a+\chi$, where $\chi$ is a function of $\theta$ and $\phi$, will represent a surface which is nearly spherical if $\boldsymbol{\chi}$ is small. In this case $\boldsymbol{\chi}$ may be regarded as a function of position on the surface of the sphere $r=a$, and expanded in a series of rational integral harmonics in the form

$$
\chi=S_{0}+S_{1}+S_{2}+\ldots
$$

in which $S_{1}, S_{\mathbf{2}}, \ldots$ are all small.
The volume enclosed by this surface is

$$
\begin{aligned}
& \frac{1}{3} \iint r^{3} d \omega \\
= & \frac{1}{3} \iint\left(a^{3}+3 a^{2} \chi^{x}\right) d \omega \\
= & \frac{4 \pi a^{3}}{3}+a^{2} \iint x d \omega \\
= & \frac{4 \pi a^{3}}{3}+4 \pi a^{2} S_{0} .
\end{aligned}
$$

If $S_{0}=0$, the volume is that of the original sphere $r=a$.

The following special cases are of importance:
$\mathbf{r}=\mathbf{a + \epsilon \mathbf { P } _ { 1 }}$. To obtain the form of this surface, we pass a distance $\boldsymbol{e} \cos \boldsymbol{\theta}$ along the radius at each point of the sphere $r=a$. It is easily seen that when $\epsilon$ is small the locus of the points so obtained is a sphere of radius $a$, of which the centre is at a distance $\epsilon$ from the origin.
$\mathbf{r}=\mathrm{a}+\mathrm{a}_{1} \mathrm{~S}_{1}$. The most general form for $a_{1} S_{1}$ is $l x+m y+n z$, and this may be expressed as $a \epsilon \cos \theta$, where $\theta$ is now measured from the line of which the direction cosines are in the ratio $l: m: n$. Thus the surface is the same as before.
$r=a+S_{2}$. Since $r$ is nearly equal to $a$, this may be written

$$
\begin{aligned}
r^{2} & =a^{2}+2 a S_{2} \\
& =a^{2}+\frac{2}{a} r^{2} S_{2}
\end{aligned}
$$

or $\quad x^{2}+y^{2}+z^{2}=a^{2}+$ an expression of the second degree.
Thus the surface is an ellipsoid of which the centre is at the origin. It will easily be found that $r=a+\epsilon P_{3}$ represents a spheroid of semi-axes $a+\epsilon, a-\frac{\epsilon}{2}$, and therefore of ellipticity $\frac{3 \epsilon}{2 a}$.
265. We can treat these nearly spherical surfaces in the same way in which spherical surfaces have been treated, neglecting the squares of the small harmonics as they occur.
266. As an example, suppose the surface $r=a+S_{n}$ to be a conductor, raised to unit potential. We assume an external potential

$$
V=\frac{A}{r}+B S_{n}\left(\frac{a}{r}\right)^{n+1}
$$

where $A$ and $B$ have to be found from the condition that $V=1$ when $r=a+S_{n}$. Neglecting squares of $S_{n}$, this gives

$$
1=\frac{A}{a}\left(1-\frac{S_{n}}{a}\right)+B S_{n},
$$

so that

$$
A=a, \quad B=\frac{1}{a},
$$

and

$$
V=\frac{a}{r}+\frac{a^{n}}{r^{n+1}} S_{n}
$$

By applying Gauss' Theorem to a sphere of radius greater than $a$ we readily find that the total charge is $a$, the coefficient of $\frac{1}{r}$. Thus the
capacity of the conductor is different from that of the sphere only by terms in $S_{n}{ }^{2}$, but the surface distribution is different, for

$$
\begin{aligned}
4 \pi \sigma= & -\frac{\partial V}{\partial n}=-\frac{\partial V}{\partial r}, \text { if we neglect } S_{n}^{2}, \\
& =\frac{a}{r^{2}}+(n+1) \frac{a^{n}}{r^{n+2}} S_{n} \\
& =\frac{a}{a^{2}}\left(1-\frac{2 S_{n}}{a}\right)+\left(\frac{n+1}{a^{2}}\right) S_{n} \\
& =\frac{1}{a}+\frac{n-1}{a^{2}} S_{n},
\end{aligned}
$$

the surface density becoming uniform, as it ought, when $n=1$, i.e. when the conductor is still spherical.
267. As a second example, let us examine the field inside a spherical condenser when the two spheres are not quite concentric. Taking the centre of the inner as origin, let the equations of the two spheres be

$$
\begin{aligned}
& r=u, \\
& r=b+\epsilon P_{1} .
\end{aligned}
$$

We have to find a potential which shall have, say, unit value over $r=a$, and shall vanish over $r=b+\epsilon P_{1}$. Assume

$$
V=\frac{A}{r}+\frac{B P_{1}}{r^{2}}+C+D P_{1} r
$$

when $B$ and $D$ are small, then we must have

$$
\begin{aligned}
& 1=\frac{A}{a}+\frac{B}{a^{2}} P_{1}+C+D a P_{1} \\
& 0=\frac{A}{b}\left(1-\frac{\epsilon}{b} P_{1}\right)+\frac{B P_{1}}{b^{2}}+C+D b P_{1} .
\end{aligned}
$$

These equations must be true all over the spheres, so that the coefficients of $P_{1}$ and the terms which do not involve $P_{1}$ must vanish separately. Thus

$$
\begin{aligned}
& \frac{A}{a}+C-1=0 ; \quad \frac{B}{a^{2}}+D a=0 \\
& \frac{A}{b}+C=0, \quad-\frac{\epsilon A}{b^{2}}+\frac{B}{b^{2}}+D b=0
\end{aligned}
$$

From the first two equations

$$
A=\frac{a b}{b-a},
$$

and this being the coefficient of $\frac{1}{r}$ in the potential, is the capacity of the condenser. Thus to a first approximation, the capacity of the condenser remains unaltered, but since $B$ and $D$ do not vanish, the surface distribution is altered.

## V. Collection of Electric Charges.

267 a. If a collection of electric charges are arranged in any way whatever subject only to the condition that none of them lie outside the sphere $r=a$, then the potential at any point outside the sphere must be

$$
V=\frac{e}{r}+\frac{S_{1}}{r^{2}}+\frac{S_{2}}{r^{2}}+\ldots,
$$

where $\theta$ is the total charge inside the sphere (cf. § 266 ) and $S_{1}, S_{2}, \ldots$ are surface harmonics which depend on the arrangement of the charges inside the sphere.

If the total charge is not zero, the potential can also be treated as in §67, and on comparing the two expressions obtained for the potential, we can identify the harmonics $S_{1}, S_{2}, \ldots$. We find that

$$
\begin{aligned}
& S_{1}=\sum e_{1}\left(x_{1} \frac{x}{r}+y_{1} \frac{y}{r}+z_{1} \frac{z}{r}\right), \\
& S_{2}=\sum e_{1}\left\{\frac{y}{2}\left(x_{1} \frac{x}{r}+y_{1} \frac{y}{r}+z_{1} \frac{z}{r}\right)^{2}-\frac{1}{2}\left(x_{1}^{2}+y_{2}^{2}+z_{1}^{2}\right)\right\},
\end{aligned}
$$

and it will be easily verified by differentiation that the expressions on the right are harmonics.

This example is of some interest in connection with the electron-theory of matter, for a collection of positive and negative charges all collected within a distance a of a centre may give some representation of the structure of a molecule. The total charge on a molecule is zero, so that we must take $e=0$, and the potential becomes

$$
\nabla=\frac{S_{1}}{r^{3}}+\frac{S_{3}}{r^{3}}+\ldots
$$

The most general form for $S_{1}$ is (cf. § 239) $\frac{1}{r}(A x+B y+C z)$, or $\mu \cos \theta$, where $\theta$ is the angle between the lines from the origin to the point $x, y, z$ and that to the point $A, B, C$ and $\mu$ is $\sqrt{ }\left(A^{2}+B^{2}+C^{2}\right)$.

Thus the term which is important in the potential when $r$ is large is $\frac{\mu \cos \theta}{r^{2}}$, shewing that at a sufficient distance the molecule has the same field of force as a certan doublet of etrength $\mu$. Clearly when $\mu$ has any value different from zero, the molecule is "polarised" (cf. § 142) in Faraday's sense. If $\mu=0$, the potential becomes

$$
V=\frac{S_{2}}{r^{3}}+\frac{S_{3}}{r^{2}}+\cdots
$$

shewing that the force now falls off as the inverse fourth power of the distance.
It is worth noticing that the average force at any distance $r$ is always zero, so that to obtain forces which are, on the average, repulsive, we have to assume the presence of terms in the potential which do not satisfy Laplace's equation, and which accordingly are not derivable from forces obesing the simple law ofra (cf. § 192).

## Further Analytical Theory of Harmonics. <br> General Theory of Zonal Harmonics.

268. The general equation satisfied by a surface harmonic of order $n$, which is symmetrical about an axis, has already been seen to be

$$
\begin{equation*}
\frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right) \frac{\partial S_{n}}{\partial \mu}\right\}+n(n+1) S_{n}=0 \tag{182}
\end{equation*}
$$

One solution is known to be $P_{n}$, so that we can find the other by a known method. Assume $S_{n}=P_{n} u$ as a solution, where $u$ is a function of $\mu$. The equation becomes

$$
\begin{equation*}
\left(1-\mu^{2}\right) \frac{\partial}{\partial \mu}\left\{\frac{\partial P_{n}}{\partial \mu} u+P_{n} \frac{\partial u}{\partial \mu}\right\}-2 \mu\left\{\frac{\partial P_{n}}{\partial \mu} u+P_{n} \frac{\partial u}{\partial \mu}\right\}+n(n+1) P_{n} u=0 . \tag{183}
\end{equation*}
$$

and, since $P_{n}$ is itself a solution,

$$
\left(1-\mu^{2}\right) \frac{\partial}{\partial \mu}\left(\frac{\partial P_{n}}{\partial \mu}\right)-2 \mu \frac{\partial P_{n}}{\partial \mu}+n(n+1) P_{n}=0 .
$$

Multiplying this by $u$ and subtracting from (183), we are left with

$$
\left(1-\mu^{2}\right)\left\{2 \frac{\partial P_{n}}{\partial \mu} \frac{\partial u}{\partial \mu}+P_{n} \frac{\partial^{2} u}{\partial \mu^{2}}\right\}-2 \mu P_{n} \frac{\partial u}{\partial \mu}=0,
$$

or, multiplying by $P_{n}$ and rearranging,

$$
\left(\left(1-\mu^{2}\right) \frac{\partial\left(P_{n}\right)^{2}}{\partial \mu}-2 \mu P_{n}^{2}\right) \frac{\partial u}{\partial \mu}+\left(1-\mu^{2}\right) P_{n}^{2} \frac{\partial}{\partial \mu}\left(\frac{\partial u}{\partial \mu}\right)=0
$$

or again

$$
\frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right) P_{n}^{2}\right\} \frac{\partial u}{\partial \mu}+\left\{\left(1-\mu^{2}\right) P_{n}^{2}\right\} \frac{\partial}{\partial \mu}\left(\frac{\partial u}{\partial \mu}\right)=0 .
$$

On integration this becomes

$$
\left(1-\mu^{2}\right) P_{n} \frac{\partial u}{\partial \mu}=\text { constant } .
$$

We may therefore take

$$
u=A+B \int \frac{d \mu}{\left(\mu^{2}-\overline{1}\right) P_{n}^{2}},
$$

in which the limits may be any we please. If we write

$$
Q_{n}=P_{n} \int_{\mu}^{\infty} \frac{d \mu}{\left(\mu^{2}-1\right) P_{n}^{2}}
$$

the complete solution of equation (182) is

$$
S_{n}=P_{n} u=A P_{n}+B Q_{n} .
$$

269. The two solutions $P_{n}$ and $Q_{n}$ can be obtained directly by solving the original equation (182) in a series of powers of $\mu$.

Assume a solution

$$
S_{n}=b_{0} \mu^{r}+b_{1} \mu^{r+1}+b_{2} \mu^{r+2}+\ldots,
$$

substitute in equation (182), and equate to zero the coefficients of the different powers of $\mu$. The first coefficient is found to be $b_{0} r(r-1)$, so that if this is to vanish we must have $r=0$ or $r=1$. The value $r=0$ leads to the solution

$$
u_{0}=1-\frac{n(n+1)}{1.2} \mu^{2}+\frac{(n-2) n(n+1)(n+3)}{1.2 .3 .4} \mu^{4}-\ldots
$$

while the value $r=1$ leads to the solution

$$
u_{1}=\mu-\frac{(n-1)(n+2)}{1 \cdot 2 \cdot 3} \mu^{4}+\frac{(n-3)(n-1)(n+2)(n+4)}{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5} \mu^{0}-\ldots .
$$

The complete solution of the equation is therefore

$$
\alpha u_{0}+\beta u_{1} .
$$

If $n$ is integral one of the two series terminates, while the other does not. If $n$ is even the series $u_{0}$ terminates, while if $n$ is odd the terminating series is $u_{1}$. But we have already found one terminating series which is a solution of the original equation, namely $P_{n}$. Hence in either case the terminating series must be proportional to $P_{n}$, and therefore the infinite series must be proportional to $\boldsymbol{Q}_{\boldsymbol{n}}$.
270. We can obtain a more useful form for $Q_{n}$ from expression (184). The roots of $P_{n}(\mu)=0$ are, as we have seen, $n$ in number, all real and separate, and lying between -1 and +1 . Let us take these roots to be $a_{1}, a_{2}, \ldots a_{n}$. Then

$$
\begin{align*}
\frac{1}{\left(\mu^{2}-1\right)\left\{P_{n}(\mu)\right\}^{2}} & =\frac{1}{(\mu-1)(\mu+1)\left(\mu-a_{1}\right)^{2}\left(\mu-a_{2}\right)^{2} \ldots\left(\mu-a_{n}\right)^{2}} \\
& =\frac{a}{\mu-1}+\frac{b}{\mu+1}+\Sigma\left(\frac{c_{t}}{\mu-\alpha_{t}}+\frac{d_{t}}{\left(\mu-a_{0}\right)^{2}}\right) \quad \ldots . \tag{185}
\end{align*}
$$

on resolving into partial fractions. Putting $\mu=+1$ and -1 , we find at once that $a=\frac{1}{2}, b=-\frac{1}{2}$.

In the general fraction

$$
\frac{1}{D} \equiv \frac{1}{\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots},
$$

let us suppose all the factors in the denominator to be distinct, so that we may write

$$
\frac{1}{D}=\frac{c_{1}}{x-a_{1}}+\frac{c_{2}}{x-a_{2}}+\ldots
$$

On putting $a=a_{1}$, we obtain at once

$$
\begin{aligned}
& c_{1}=\frac{1}{\left(a_{2}-a_{3}\right)\left(a_{1}-a_{3}\right)\left(a_{1}-a_{4}\right) \ldots}, \\
& c_{2}=\frac{1}{\left(a_{2}-a_{1}\right)\left(a_{2}-a_{3}\right)\left(a_{2}-a_{4}\right) \ldots}, \text { eta. }
\end{aligned}
$$

Now let $a_{1}$ and $a_{2}$ become very nearly equal, say $a_{2}=a_{2}+d a_{1}$, then
while

$$
\begin{aligned}
& a_{1}=-\frac{1}{d a_{1}\left(a_{1}-a_{3}\right)\left(a_{1}-a_{4}\right) \ldots} \\
& c_{3}=\frac{1}{d a_{1}\left(a_{2}-a_{3}\right)\left(a_{2}-a_{4}\right) \ldots}
\end{aligned}
$$

The fractions

$$
\frac{c_{1}}{x-a_{2}}+\frac{c_{2}}{x-a_{2}}
$$

now combine into

$$
\frac{\left(c_{1}+c_{2}\right) x-\left(c_{1} a_{2}-c_{2} a_{2}\right)}{\left(a-a_{1}\right)^{2}}
$$

and on putting this equal to

$$
\frac{c_{1}^{\prime}}{a-a_{1}}+\frac{c_{2}^{\prime}}{\left(x-a_{1}\right)^{2}},
$$

it is clear that the value of $c_{1}^{\prime}$ must be taken to be $c_{1}+c_{2}$. Now

$$
\begin{aligned}
c_{1}+c_{2} & =\frac{1}{d a_{1}}\left\{\frac{1}{\left(a_{2}-a_{3}\right)\left(a_{2}-a_{4}\right) \ldots}-\frac{1}{\left(a_{1}-a_{2}\right)\left(a_{2}-a_{4}\right) \ldots}\right\} \\
& =\frac{1}{d a_{1}}\left\{\frac{\partial}{\partial x}\left(\frac{1}{\left(x-a_{3}\right)\left(x-a_{4}\right) \ldots}\right)_{x=a_{1}} d a_{1}\right\} \\
& =\frac{\partial}{\partial x}\left\{\left(x-a_{1}\right)^{2}\right\}_{x=a_{1}},
\end{aligned}
$$

and this remains true however many of the roots $a_{3}, a_{4} \ldots$, coincide among themselves, so long as they do not coincide with the root $a_{2}$. Thus, in expression (185), the value of $c_{b}$ is

$$
c_{a}=\frac{\partial}{\partial \mu}\left\{\frac{\left(\mu-\alpha_{6}\right)^{2}}{\left(1-\mu^{2}\right)\left\{P_{n}(\mu)\right\}^{3}}\right\}_{\mu=a_{0}}
$$

Putting

$$
\frac{P_{n}(\mu)}{\mu-\alpha_{s}}=R(\mu),
$$

we find that

$$
c_{t}=\frac{\partial}{\partial \mu}\left\{\frac{1}{\left(1-\mu^{2}\right)\{R(\mu)\}^{2}}\right\}_{\mu=a_{t}} \doteq \frac{\partial}{\partial \alpha_{s}}\left\{\frac{1}{\left(1-a_{s}^{2}\right)\left\{R\left(a_{t}\right)\right\}}\right\} .
$$

Since $\left(\mu-\alpha_{s}\right) R(\mu)$ is a solution of equation (182), we find that

$$
\frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right)\left\{R(\mu)+\left(\mu-a_{a}\right) \frac{\partial R}{\partial \mu}\right\}\right]+n(n+1)\left(\mu-a_{a}\right) R=0 .
$$

On putting $\mu=\alpha_{2}$, this reduces to

$$
\frac{\partial}{\partial \alpha_{s}}\left\{\left(1-\alpha_{d}^{2}\right) R\left(\alpha_{s}\right)\right\}+\left(1-\alpha_{d}^{2}\right) \frac{\partial R\left(\alpha_{s}\right)}{\partial \alpha_{s}}=0,
$$

giving, on multiplication by $R\left(\alpha_{s}\right)$,

$$
\frac{\partial}{\partial \alpha_{s}}\left[\left(1-\alpha_{a}^{2}\right)\left\{R\left(a_{a}\right)\right\}^{1}\right]=0 .
$$

Hence $\boldsymbol{c}_{\boldsymbol{a}}=\mathbf{0}$.

Equation (185) now becomes

$$
\frac{1}{\left(\mu^{2}-1\right)\left\{P_{n}(\mu)\right\}^{2}}=\frac{1}{2}\left(\frac{1}{\mu-1}-\frac{1}{\mu+1}\right)+\Sigma \frac{d_{2}}{\left(\mu-\alpha_{8}\right)^{2}},
$$

so that, on integration,

$$
\int_{\mu}^{\infty} \frac{d \mu}{\left(\mu^{2}-1\right)\left\{P_{n}(\mu)\right\}^{2}}=\frac{1}{2} \log \frac{\mu+1}{\mu-1}+\Sigma \frac{d_{a}}{\mu-\alpha_{a}} .
$$

On multiplying by $P_{n}(\mu)$, we obtain from equation (184),

$$
\begin{equation*}
Q_{n}(\mu)=P_{n} \int_{\mu}^{\infty} \frac{d \mu}{\left(\mu^{2}-1\right) P_{n}^{2}}=\frac{1}{2} P_{n}(\mu) \log \frac{\mu+1}{\mu-1}+W_{n-1} \tag{186}
\end{equation*}
$$

where $W_{n-1}$ is a rational integral function of $\mu$ of degree $n-1$.
It is now clear that $Q_{n}(\mu)$ is finite and continuous from $\mu=-1$ to $\mu=+1$, but becomes infinite at the actual values $\mu= \pm 1$.

To find the value of $W_{n-1}$ we substitute expression (186) in Legendre's equation, of which it is known to be a solution, and obtain

$$
\begin{align*}
\frac{\partial}{\partial \mu}\{(1 & \left.\left.-\mu^{2}\right) \frac{\partial W_{n-1}}{\partial \mu}\right\}+n(n+1) W_{n-1} \\
& =-\frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right) \frac{\partial}{\partial \mu}\left(\frac{1}{2} P_{n}(\mu) \log \frac{\mu+1}{\mu-1}\right)\right\}-n(n+1) \frac{1}{2} P_{n}(\mu) \log \frac{\mu+1}{\mu-1} \\
& =-2 \frac{\tilde{c} P_{n}}{\hat{c}_{\mu}} \\
& \left.=-2\left\{(2 n-1) P_{n-1}+(2 n-5) P_{n-3}+\ldots\right\} . . \ldots \ldots \ldots . . . . . . . . . . . . . . . . . . . . . . . . .187\right) . ~ \tag{187}
\end{align*}
$$

Since $W_{n-1}$ is a rational integral algebraic function of $\mu$ of degree $n-1$, it can be expanded in the form

$$
W_{n-1}=a_{1} P_{n-1}+a_{2} P_{n-2}+\ldots
$$

so that

$$
\begin{aligned}
\frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right) \frac{\partial W_{n-1}}{\partial \mu}\right\}+n(n+1) & W_{n-1} \\
& =-\sum_{a_{s}}\left[\frac{\partial}{\grave{i} \mu}\left\{\left(1-\mu^{2}\right) \frac{\partial P_{n-n}}{\partial \mu}\right\}+n(n+1) P_{n-s}\right] \\
& =-\sum \sum_{s}\{n(n+1)-(n-s)(n-s+1)\} P_{n-s} .
\end{aligned}
$$

Comparing with (187), we find that $a_{s}=0$ when $s$ is odd, and is equal to

$$
\frac{2(2 n-2 s+1)}{s(2 n-s+1)}
$$

when $s$ is even.
Thus
and

$$
W_{n-1}=-\frac{2 n-1}{1 . n} P_{n-1}-\begin{gathered}
2 n-5 \\
:(n-1) \\
P_{n-3}-\frac{2 n-9}{5(n-2)} \\
P_{n-8}-\ldots
\end{gathered}
$$

$$
Q_{n}=\frac{1}{2} P_{n}(\mu) \log \frac{\mu+1}{\mu-1}-\frac{2 n-1}{1 . n} P_{n-1}-\frac{2 n-5}{3(n-1)} P_{n-3}-\ldots
$$

271. When we are dealing with complete spheres it is impossible for the solution $Q_{n}$ to occur. If the space is limited in such a way that the infinities of the $Q_{n}$ harmonic are excluded, it may be necessary to take into account both the $P_{n}$ and $Q_{n}$ harmonics. An instance of such a case occurs in considering the potential at points outside a conductor of which the shape is that of a complete cone.

## Tesseral Harmonics.

272. The equation satisfied by the general surface harmonic $S_{n}$ is

$$
\frac{\partial}{\sin \theta \partial \theta}\left(\sin \theta \frac{\partial S_{n}}{\partial \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2} S_{n}}{\partial \phi^{2}}+n(n+1) S_{n}=0 .
$$

As a solution, let us examine

$$
S_{n}=\Theta \Phi,
$$

where $\Theta$ is a function of $\theta$ only, and $\Phi$ is a function of $\phi$ only. On substituting this value in the equation, and dividing by $\Theta \Phi / \sin ^{2} \theta$, we obtain

$$
\frac{\sin \theta}{\Theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \Theta}{\partial \theta}\right)+\frac{1}{\Phi} \frac{\partial^{2} \Phi}{\partial \phi^{2}}+n(n+1) \sin ^{2} \theta=0 .
$$

We must thercfore have

$$
\begin{gathered}
\frac{1}{\Phi} \frac{\partial^{2} \Phi}{\partial \phi^{2}}=\kappa \\
\frac{\sin \theta}{\Theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \Theta}{\partial \theta}\right)+n(n+1) \sin ^{2} \theta=-\kappa
\end{gathered}
$$

The solution of the former equation is single valued only when $\kappa$ is of the form $-m^{2}$, where $m$ is an integer. In this case

$$
\Phi=C_{m} \cos m \phi+D_{m} \sin m \phi,
$$

and $\Theta$ is given by

$$
\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \Theta}{\partial \theta}\right)+\left\{n(n+1)-\frac{m^{2}}{\sin ^{2} \theta}\right\} \Theta=0,
$$

or, in terms of $\mu$,

$$
\begin{equation*}
\frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right) \frac{\partial \Theta}{\partial \mu}\right\}+\left\{n(n+1)-\frac{m^{2}}{1-\mu^{2}}\right\} \Theta=0 \tag{188}
\end{equation*}
$$

an equation which reduces to Legendre's equation when $\boldsymbol{m}=0$.
273. To obtain the general solution of equation (188), consider the differential equation

$$
\begin{equation*}
\left(1-\mu^{2}\right) \frac{\partial z}{\partial \mu}+2 n \mu z=0 . \tag{189}
\end{equation*}
$$

of which the solution is readily seen to be

$$
\begin{equation*}
z=C\left(1-\mu^{2}\right)^{n} . \tag{190}
\end{equation*}
$$

If we differentiate equation (189) $s$ times we obtain

$$
\begin{equation*}
\left(1-\mu^{2}\right) \frac{\partial^{\rho+1} z}{\partial \mu^{\rho+1}}+2(n-s) \mu \frac{\partial^{\prime} z}{\partial \mu^{\prime}}+s(2 n-s+1) \frac{\partial^{\rho-1} z}{\partial \mu^{\rho-1}}=0 \tag{191}
\end{equation*}
$$

If in this we put $s=n$, and again differentiate with respect to $\mu$, we obtain

$$
\begin{equation*}
\frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right) \frac{\partial}{\partial \mu}\left(\frac{\partial^{n} z}{\partial \mu^{n}}\right)\right\}+n(n+1)\left(\frac{\partial^{n} z}{\partial \mu^{n}}\right)=0 \tag{192}
\end{equation*}
$$

which is Legendre's equation with $\frac{\partial^{n} z}{\partial \mu^{n}}$ as variable. Thus a solution of this equation is seen to be

$$
\frac{\partial^{n} z}{\partial \mu^{n}} \text { or } C\left(\frac{\partial}{\partial \mu}\right)^{n}\left(1-\mu^{2}\right)^{n}
$$

giving at once the form for $P_{n}$ already obtained in § 249. The general solution of equation (192) we know to be

$$
\frac{\partial^{n} z}{\partial \mu^{n}}=A P_{n}+B Q_{n} .
$$

If we now differentiate (192) $m$ times, the result is the same as that of differentiating (189) $m+n+1$ times, and is therefore obtained by putting $s=m+n+1$ in (191). This gives

$$
\left(1-\mu^{l}\right) \frac{\partial^{m+n+2} z}{\partial \mu^{m+n+1}}-2(m+1) \mu \frac{\partial^{m+n+1} z}{\partial \mu^{m+n+1}}+(m+n+1)(n-m) \frac{\partial^{m+n} z}{\partial \mu^{m+n}}=0,
$$

or, multiplying by $\left(1-\mu^{2}\right)^{\frac{m}{4}}$,

$$
\begin{align*}
& \left(1-\mu^{2}\right)^{\frac{m}{2}+1} \frac{\partial^{m+n+2} z}{\partial \mu^{m+n+2}}-2(m+1) \mu\left(1-\mu^{2}\right)^{\frac{m}{2}} \frac{\partial^{m+n+1} z}{\partial \mu^{m+n+1}} \\
& +(m+n+1)(n-m)\left(1-\mu^{2}\right)^{\frac{m}{2}} \frac{\partial^{m+n} z}{\partial \mu^{m+n}}=0  \tag{193}\\
& \text { Leb } \quad\left(1-\mu^{2}\right)^{\frac{m}{2} \frac{\partial^{m+n} z}{\partial \mu^{m+n}}=v .}
\end{align*}
$$

Then $\quad \frac{\partial v}{\partial \mu}=\left(1-\mu^{2}\right)^{\frac{m}{2}} \frac{\partial^{m+n+1} z}{\partial \mu^{m+n+1}}-m \mu\left(1-\mu^{2}\right)^{\frac{m}{2}-1} \frac{\partial^{m+n} g}{\partial \mu^{m+n}}$,
and

$$
\begin{aligned}
& \begin{aligned}
& \frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right) \frac{\partial v}{\partial \mu}\right\}=\left(1-\mu^{2}\right)^{\frac{m}{8}+1} \frac{\partial^{m+n+z} z}{\partial \mu^{m+n+2}}-(2 m+2) \mu\left(1-\mu^{2}\right)^{\frac{m}{2}} \frac{\partial^{m+n+1} \varepsilon}{\partial \mu^{m+n+1}} \\
& \quad-m\left\{\left(1-\mu^{2}\right)^{\frac{m}{2}}-m \mu^{2}\left(1-\mu^{2}\right)^{\frac{m}{2}-1}\right\} \frac{\partial^{m+n} z}{\partial \mu^{m+n}} \\
&=-v\left\{(m+n+1)(n-m)+m-m^{2} \mu^{2}\right\}, \text { by equation (193), } \\
&=-v\left\{n(n+1)-\frac{\mu^{2}}{1-\mu^{2}}\right\} .
\end{aligned}
\end{aligned}
$$

Thus $v$ satisfies

$$
\frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right) \frac{\partial v}{\partial \mu}\right\}+\left\{n(n+1)-\frac{m^{2}}{1-\mu^{2}}\right\} v=0,
$$

and this is the same as equation (188), which is satisfied by $\Theta$.
274. The solution of equation (188) has now been seen to be
where

$$
\begin{gathered}
\Theta=\left(1-\mu^{2}\right)^{\frac{m}{2}} \frac{\partial^{m+n} z}{\partial \mu^{m+n}}, \\
\frac{\partial^{n} z}{\partial \mu^{n}}=A P_{n}+B Q_{n} .
\end{gathered}
$$

Hence

$$
\Theta=A\left(1-\mu^{2}\right)^{\frac{m}{2}} \frac{\partial^{m} P_{n}}{\partial \mu^{m}}+B\left(1-\mu^{2}\right)^{\frac{m}{2}} \frac{\partial^{m} Q_{n}}{\partial \mu^{m}},
$$

The functions

$$
\left(1-\mu^{2}\right)^{\frac{m}{2}} \frac{\partial^{n n} P_{n}}{\partial \mu^{n^{2}}}, \quad\left(1-\mu^{2}\right)^{\frac{m}{2}} \frac{\partial^{n n} Q_{n}}{\partial \mu^{m}}
$$

are known as the associated Legendrian functions of the first and second kinds, and are generally denoted by $P_{n}^{m}(\mu), Q_{n}^{m}(\mu)$. As regards the former we may replace $P_{n}$, from equation (159), by

$$
\frac{1}{2^{n} n!} \frac{\partial^{n}}{\partial \mu^{n}}\left(\mu^{2}-1\right)^{n}
$$

and obtain the function in the form

$$
\begin{equation*}
P_{n}^{m}(\mu)=\frac{1}{2^{n} n!}\left(1-\mu^{2}\right)^{\frac{m}{2}} \frac{\partial^{m+n}}{\partial \mu^{m+n}}\left(\mu^{2}-1\right)^{n} \tag{194}
\end{equation*}
$$

It is clear from this form that the function vanishes if $m+n>2 n$, i.e. if $n_{1}>n$. It is also clear that it is a rational integral function of $\sin \theta$ and $\cos \theta$. From the form of $Q_{n}(\mu)$, which is not a rational integral function of $\mu$, it is clear that $Q_{n}^{m}(\mu)$ cannot be a rational integral function of $\sin \theta$ and $\cos \theta$.

Thus of the solution we have obtained for $S_{n}$, only the part

$$
P_{n}^{m}(\mu)\left(C_{m} \cos m \phi+D_{m} \sin m \phi\right)
$$

gives rise to rational integral harmonics. The terms $P_{n}^{m}(\mu) \cos m \phi$ and $P_{n}^{m}(\mu) \sin m \phi$ are known as tesseral harmonics.

Clearly there are $(2 n+1)$ tesseral harmonics of degree $n$, namely

$$
P_{n}(\mu), \cos \phi P_{n}^{1}(\mu), \quad \sin \phi P_{n}^{1}(\mu), \ldots \cos n \phi P_{n}^{n}(\mu), \quad \sin n \phi P_{n}^{n}(\mu) .
$$

These may be regarded as the $(2 n+1)$ independent rational integral harmonics of degree $n$ of which the existence has already been proved in $\S 239$.

Using the formula

$$
P_{n}^{m}(\mu)=\sin ^{m} \theta \frac{\partial m P_{n}(\mu)}{\partial \mu^{m}}
$$

and substituting the value obtained in § 247 for $P_{n}(\mu)$ (cf. equation (155)), we obtain $P_{n}^{m}(\mu)$ in the form

$$
\begin{aligned}
P_{n}^{m}(\mu)= & \frac{(2 n)!\sin ^{m} \theta}{2^{n} n!(n-m)!}\left\{\cos ^{n-m} \theta-\frac{(n-m)(n-m-1)}{2(2 n-1)} \cos { }^{n-m-2} \theta\right. \\
& \left.+\frac{(n-m)(n-m-1)(n-m-2)(n-m-3)}{2 \cdot 4(2 n-1)(2 n-3)} \cos ^{n-m-1} \theta-\ldots\right\}
\end{aligned}
$$

The values of the tesseral harmonics of the first four orders are given in the following table.
Order 1. $\quad \cos \theta, \sin \theta \cos \phi, \quad \sin \theta \sin \phi$.
Order 2. $\quad \frac{1}{2}\left(3 \cos ^{2} \theta-1\right), \quad 3 \sin \theta \cos \theta \cos \phi, \quad 3 \sin \theta \cos \theta \sin \phi$, $3 \sin ^{2} \theta \cos 2 \phi, \quad 3 \sin ^{2} \theta \sin 2 \phi$.

Order 3. $\quad \frac{1}{2}\left(5 \cos ^{3} \theta-3 \cos \theta\right), \quad \frac{3}{2} \sin \theta\left(5 \cos ^{2} \theta-1\right) \cos \phi$, $\frac{8}{2} \sin \theta\left(5 \cos ^{2} \theta-1\right) \sin \phi, \quad 15 \sin ^{2} \theta \cos \theta \cos 2 \phi$, $15 \sin ^{2} \theta \cos \theta \sin 2 \phi, \quad 15 \sin ^{2} \theta \cos 3 \phi, \quad 15 \sin ^{3} \theta \sin 3 \phi$.

Order 4. $\quad \frac{1}{8}\left(35 \cos ^{4} \theta-30 \cos ^{2} \theta+3\right)$, $\quad \frac{5}{2} \sin \theta\left(7 \cos ^{3} \theta-3 \cos \theta\right) \cos \phi$, $\frac{\beta}{2} \sin \theta\left(7 \cos ^{2} \theta-3 \cos \theta\right) \sin \phi, \quad \frac{15}{2} \sin ^{2} \theta\left(7 \cos ^{2} \theta-1\right) \cos 2 \phi$, $\frac{15}{2} \sin ^{2} \theta\left(7 \cos ^{2} \theta-1\right) \sin 2 \phi, \quad 105 \sin ^{2} \theta \cos \theta \cos 3 \phi$, $105 \sin ^{2} \theta \cos \theta \sin 3 \phi, \quad 105 \sin ^{4} \theta \cos 4 \phi, \quad 105 \sin ^{4} \theta \sin 4 \phi$.
275. We have now found that the most general rational integral surface harmonic is of the form

$$
S_{n}=\sum_{0}^{n} P_{n}^{m}(\mu)\left(A_{m} \cos m \phi+B_{m} \sin m \phi\right),
$$

in which $P_{n}^{m}(\mu)$ is to be interpreted to mean $P_{n}(\mu)$, when $m=0$.
Let us denote any tesseral harmonics of the type

$$
P_{n}^{m}(\mu)(A \cos m \phi+B \sin m \phi) \text { by } S_{n}^{m} .
$$

Then by § 237,

$$
\iint S_{n}^{m} S_{n^{\prime}}^{m} d \omega=0
$$

if $n \neq n^{\prime}$. If $n=n^{\prime}$, then

$$
\iint S_{n}^{m} S_{n}^{m^{\prime}}=\iint P_{n}^{m}(\mu) P_{n}^{m^{\prime}}(\mu)\left(A_{m} \cos m \phi+B_{m} \sin m \phi\right)
$$

and this vanishes except when $m=m^{\prime}$.
When $n=n^{\prime}$ and $m=m^{\prime}$ the value of $\iint S_{n}^{m} S_{n}^{m^{\prime}} d \omega$ clearly depends on that of $\int_{-1}^{+1}\left\{P_{n}^{m}(\mu)\right\}^{3} d \mu$, and this we now proceed to obtain.

We have

$$
\begin{align*}
\int_{-1}^{+1}\left\{P_{n}^{m}(\mu)\right)^{2} d \mu & =\int_{-1}^{+1}\left(1-\mu^{2}\right)^{m}\left(\frac{\partial^{m} P_{n}}{\partial \mu^{m}}\right)^{2} d \mu \\
& =\left[\left(1-\mu^{2}\right)^{m} \frac{\partial^{m} P_{n}}{\partial \mu^{m}} \frac{\partial^{m-1} P_{n}}{\partial \mu^{m-1}}\right]_{\mu=-1}^{\mu=+1} \\
& -\int_{-1}^{+1} \frac{\partial^{m-1} P_{n}}{\partial \mu^{m-1}} \frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right)^{\frac{2}{m} P_{n}} \frac{\partial^{m}}{\partial \mu^{m}}\right\} d \mu \tag{195}
\end{align*}
$$

Since $\frac{\partial^{n} z}{\partial \mu^{n}}=P_{n}$ is a solution of equation (191), we obtain, on taking $s=m+n$ in this equation, and multiplying throughout by $\left(1-\mu^{2}\right)^{m-1}$,

$$
\begin{aligned}
&(1-\mu)^{m} \frac{\partial^{m+1} P_{n}}{\partial \mu^{m+1}}-2 m \mu\left(1-\mu^{2}\right)^{m-1} \frac{\partial^{n} P_{n}}{\partial \mu^{m}} \\
&+(n+m)(n-m+1)\left(1-\mu^{2}\right)^{m-1} \frac{\partial^{m-1} P_{n}}{\partial \mu^{m-1}}
\end{aligned}
$$

which, again, may be written

$$
\frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right)^{m} \frac{\partial^{m} P_{n}}{\partial \mu^{m}}\right\}=-(n+m)(n-m+1)\left(1-\mu^{2}\right)^{m-1} \frac{\partial^{m-1} P_{n}}{\partial \mu^{m-1}}
$$

In equation (195) the first term on the right-hand vanishes, so that

$$
\begin{aligned}
\int_{-1}^{+1}\left\{P_{n}^{m}(\mu)\right\}^{2} d \mu & =(n+m)(n-m+1) \int_{-1}^{+1}\left(1-\mu^{2}\right)^{m-1}\left(\frac{\partial^{m-1} P_{n}}{\partial \mu^{m-1}}\right)^{2} d \mu \\
& =(n+m)(n-m+1) \int_{-1}^{+1}\left\{P_{n}^{m-1}(\mu)\right\}^{2} d \mu
\end{aligned}
$$

a reduction formula from which we readily obtain

$$
\begin{aligned}
\int_{-1}^{+1}\left\{P_{n}^{m}(\mu)\right\}^{2} d \mu & =\frac{(n+m)!}{(n-m)!} \int_{-1}^{+1}\left\{P_{n}(\mu)\right\}^{2} d \mu \\
& =\frac{2}{2 n+1} \frac{(n+m)!}{(n-m)!}
\end{aligned}
$$

These results enable us to find any integral of the type $\iint S_{n} S_{n}^{\prime} d \omega$.

## Biaxal Harnonics.

276. It is often convenient to be able to express zonal harmonics referred to one axis in terms of harmonics referred to other axes-i.e. to be able to change the axes of reference of zonal harmonics.

Let $P_{n}$ be a harmonic having $O P$ as axis. At $Q$ the value of this is $P_{n}(\cos \gamma)$, where $\gamma$ is the angle $P Q$, and our problem is to express this harmonic of order $n$ as a sum of zonal and tesseral harmonics referred to other axes. With raference to these axes, let the coordinates of $Q$ be $\theta, \phi$, let those of $P$ be $\Theta, \Phi$, and let us assume a series of the type

$$
P_{n}(\cos \gamma)=\sum_{s=0}^{s=n} P_{n}^{s}(\cos \theta)\left(A_{z} \cos s \phi+B_{z} \sin s \phi\right)
$$

Let us multiply by $P_{n}^{\prime}(\cos \theta) \cos s \phi$ and integrate over the surface of a unit sphere. We obtain

$$
\iint P_{n}(\cos \gamma)\left\{P_{n}^{n}(\cos \theta) \cos s \phi\right\} d \omega=A_{s} \iint\left\{P_{n}^{\prime z}(\cos \theta)\right\}^{2} \cos ^{2} s \phi d \omega
$$

By equation (169),

$$
\begin{aligned}
\iint P_{n}(\cos \gamma)\left\{P_{n}^{\prime}(\cos \theta) \cos s \phi\right\} d \omega & =\frac{4 \pi}{2 n+1}\left\{P_{n}^{u}(\cos \theta) \cos s \phi\right\}_{v=0} \\
& =\frac{4 \pi}{2 n+1} P_{n}^{u}(\cos \theta) \cos s \Phi
\end{aligned}
$$

and

$$
\begin{aligned}
\iint\left\{P_{n}^{( }(\cos \theta)\right\}^{2} \cos ^{2} s \phi d \omega & =\int_{-1}^{+1}\left\{P_{n}^{0}(\mu)\right\}^{2} d \mu \int_{0}^{2 \pi} \cos ^{2} s \phi d \phi \\
& =\frac{2 \pi}{2 n+1} \frac{(n+s)!}{(n-s)!}
\end{aligned}
$$

Thus

$$
\dot{A_{i}}=2 \frac{(n-s)!}{(n+s)!} P_{n}^{a}(\cos \Theta) \cos s \Phi,
$$

and similarly

$$
B_{s}=2 \frac{(n-s)!}{(n+s)!} P_{n}^{s}(\cos \Theta) \sin s \Phi
$$

This analysis needs modification when $s=0$, but it is readily found that

$$
A_{0}=P_{n}(\cos \Theta), \quad B_{0}=0,
$$

so that
$P_{n}(\cos \gamma)=P_{n}(\cos \theta) P_{n}(\cos \theta)+\sum_{i=1}^{\infty} 2 \frac{(n-s)!}{(n+s)!} P_{n}^{e}(\cos \theta) P_{n}^{0}(\cos \theta) \cos 8(\phi-\Phi)$

## General Theory of Curvilinear Coordinates.

277. Let us write

$$
\begin{aligned}
& \phi(x, y, z)=\lambda, \\
& \psi(x, y, z)=\mu, \\
& \chi(x, y, z)=\nu,
\end{aligned}
$$

where $\phi, \psi, \chi$ denote any functions of $x, y, z$. Then we may suppose a point in space specified by the values of $\lambda, \mu, \nu$ at the point, i.e. by a knowledge of those members of the three families of surfaces

$$
\phi(x, y, z)=\text { cons. } ; \quad \psi(x, y, z)=\text { cons. ; } \quad \chi(x, y, z)=\text { cons. }
$$

which pass through it.
The values of $\lambda, \mu, \nu$ are called "curvilinear coordinates" of the point. A great simplification is introduced into the analysis connected with curvilinear coordinates, if the three families of surfaces are chosen in such a way that they cut orthogonally at every point. In what follows we shall suppose this to be the case-the coordinates will be "orthogonal curvilinear coordinates."

The points $\lambda, \mu, \nu$ and $\lambda+d \lambda, \mu, \nu$ will be adjacent points, and the distance between them will be equal to $d \lambda$ multiplied by a function of
$\lambda_{1} \mu_{0}$, and $\nu$-let us assume it equal to $\frac{d \lambda}{h_{1}}$. Similarly, let the distance from $\lambda_{,} \mu, \nu$ to $\lambda, \mu+d \mu, \nu$ be $\frac{d \mu}{h_{1}}$, and let the distance from $\lambda_{1} \mu, \nu$ to $\lambda, \mu, \nu+d \nu$ be $\frac{d \nu}{h_{3}}$.

Then the distance $d s$ from $\lambda, \mu, \nu$ to $\lambda+d \lambda, \mu+d \mu, \nu+d \nu$ will be given by

$$
(d s)^{2}=\frac{(d \lambda)^{2}}{h_{1}^{2}}+\frac{(d \mu)^{2}}{h_{2}^{2}}+\frac{(d \nu)^{2}}{h_{2^{2}}^{2}},
$$

this being the diagonal of a rectangular parallelepiped of edges

$$
\frac{d \lambda}{h_{1}}, \frac{d \mu}{h_{2}} \text { and } \frac{d \nu}{h_{3}} .
$$

Laplace's equation in curvilinear coordinates is obtained most readily by applying Gauss' Theorem to the small rectangular parallelepiped of which the edges are the eight points

$$
\lambda \pm \frac{1}{2} d \lambda, \quad \mu \pm \frac{1}{2} d \mu, \quad \nu \pm \frac{1}{2} d \nu .
$$

In this way we obtain the relation

$$
\begin{equation*}
\iint \frac{\partial V}{\partial n} d S=0 \tag{197}
\end{equation*}
$$

in the form

$$
\begin{equation*}
\frac{\partial}{\partial \lambda}\left(\frac{h_{1}}{h_{3} h_{3}} \frac{\partial V}{\partial \lambda}\right)+\frac{\partial}{\partial \mu}\left(\frac{h_{3}}{h_{3} h_{1}} \frac{\partial V}{\partial \mu}\right)+\frac{\partial}{\partial \nu}\left(\frac{h_{3}}{h_{1} h_{3}} \frac{\partial V}{\partial \nu}\right)=0 \tag{198}
\end{equation*}
$$

and as we have already seen that equation (197) is exactly equivalent to Laplace's equation $\nabla^{2} V=0$, it appears that equation (198) must represent Laplace's equation transformed into curvilinear coordinates.

In any particular system of curvilinear coordinates the method of procedure is to express $h_{1}, h_{2}, h_{3}$ in terms of $\lambda, \mu$ and $\nu$, and then try to obtain solutions of equation (198), giving $V$ as a function of $\lambda, \mu$ and $\nu$.

## Spherical Polar Coordinates.

278. The system of surfaces $r=$ cons., $\theta=$ cons., $\phi=$ cons. in spherical polar coordinates gives a system of orthogonal curvilinear coordinates. In these coordinates equation (198) assumes the form

$$
\frac{\partial}{\partial r}\left(r^{\frac{\partial}{2}} \frac{\partial}{\partial r}\right)+\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial V}{\partial \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2} V}{\partial \phi^{2}}=0,
$$

already obtained in § 233, which has been found to lead to the theory of spherical harmonics.

## Confocal Coordinates.

279. After spherical polar coordinates, the system of curvilinear coordinates which comes next in order of simplicity and importance is that in which the surfaces are confocal ellipsoids and hyperboloids of one and two sheets. This system will now be examined.

Taking the ellipsoid

$$
\begin{equation*}
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1 \tag{199}
\end{equation*}
$$

as a standard, the conicoid

$$
\begin{equation*}
\frac{x^{2}}{a^{2}+\theta}+\frac{y^{2}}{b^{2}+\theta}+\frac{z^{2}}{c^{2}+\theta}=1 \tag{200}
\end{equation*}
$$

will be confocal with the standard ellipsoid whatever value $\theta$ may have, and all confocal conicoids are represented in turn by this equation as $\theta$ passes from $-\infty$ to $+\infty$.

If the values of $x, y, z$ are given, equation (200) is a cubic equation in $\theta$. It can be shewn that the three roots in $\theta$ are all real, so that three confocals pass through any point in space, and it can further be shewn that at every point these three confocals are orthogonal. It can also be shewn that of these confocals one is an ellipsoid, one a hyperboloid of one sheet, and one a hyperboloid of two sheets.

Let $\lambda, \mu, \nu$ be the three values of $\theta$ which satisfy equation (200) at any point, and let $\lambda, \mu, \nu$ refer respectively to the ellipsoid, hyperboloid of one sheet, and hyperboloid of two sheets. Then $\lambda, \mu, \nu$ may be taken to be orthogonal curvilinear coordinates, the families of surfaces $\lambda=$ cons., $\mu=$ cons., $\nu=$ cons. being respectively the system of ellipsoids, hyperboloids of one sheet, and hyperboloids of two sheets, which are confocal with the standard ellipsoid (199).
280. The first problem, as already explained, is to find the quantities which have been denoted in $\S 277$ by $h_{1}, h_{2}, h_{3}$. As a step towards this, we begin by expressing $x, y, z$ as functions of the curvilinear coordinates $\lambda, \mu, \nu$.

The expression

$$
\left(a^{2}+\theta\right)\left(b^{2}+\theta\right)\left(c^{2}+\theta\right)\left[\frac{x^{2}}{a^{2}+\theta}+\frac{y^{2}}{b^{2}+\theta}+\frac{z^{2}}{c^{2}+\theta}-1\right]
$$

is clearly a rational integral function of $\theta$ of degree 3 , the coefficient of $\theta^{3}$ being -1. It vanishes when $\theta$ is equal to $\lambda, \mu$ or $\nu$, these being the curvilinear coordinates of the point $x, y, z$. Hence the expression must be equal, identically, to

$$
-(\theta-\lambda)(\theta-\mu)(\theta-\nu) .
$$

Yutting $\theta=-a^{2}$ in the identity obtained in this way, we get the relation

$$
a^{2}\left(b^{2}-a^{2}\right)\left(c^{2}-a^{2}\right)=\left(u^{2}+\lambda\right)\left(a^{2}+\mu\right)\left(u^{2}+\nu\right),
$$

so that $a, y, z$ are given as functions of $\lambda, \mu, \nu$ by the relations

$$
\begin{equation*}
a^{2}=\frac{\left(a^{2}+\lambda\right)\left(a^{2}+\mu\right)\left(a^{2}+\nu\right)}{\left(b^{2}-a^{2}\right)\left(c^{2}-a^{2}\right)} \text { etc. } \tag{201}
\end{equation*}
$$

281. To examine changes as we move along the normal to the surface $\lambda=$ cons., we must keep $\mu$ and $\nu$ constant. Thus we have, on logarithmic differentiation of equation (201),

$$
2 \frac{d x}{x}=\frac{d \lambda}{a^{2}+\lambda},
$$

and there are of course similar equations giving $d y$ and $d z$. Thus for the length $d s$ of an element of the normal to $\lambda=$ constant, we have

$$
\begin{aligned}
(d s)^{2} & =(d x)^{2}+(d y)^{2}+(d z)^{2} \\
& =\frac{\lambda}{}\left(\frac{x}{a^{2}+\lambda}\right)^{2}(d \lambda)^{2} \\
& =\frac{1}{2}(d \lambda)^{2} \sum_{a, b, c} \frac{\left(a^{2}+\mu\right)\left(a^{2}+\nu\right)}{\left(a^{2}+\lambda\right)\left(b^{2}-a^{2}\right)\left(c^{2}-\overline{a^{2}}\right)} \\
& =\frac{1}{\lambda}(d \lambda)^{2} \frac{(\lambda-\mu)(\lambda-\nu)}{\left(a^{2}+\lambda\right)\left(b^{2}+\lambda\right)\left(c^{2}+\lambda\right)} .
\end{aligned}
$$

The quantity $d s$ is, however, identical with the quantity called $\frac{d \lambda}{h_{1}}$ in § 277, so that we have

$$
\begin{equation*}
h_{1}^{2}=\frac{4\left(a^{2}+\lambda\right)\left(b^{2}+\lambda\right)\left(c^{2}+\lambda\right)}{(\lambda-\mu)(\lambda-\nu)} . \tag{202}
\end{equation*}
$$

and clearly $h_{1}$ and $h_{1}$ can be obtained by cyclic interchange of the letters $\lambda, \mu$ and $\nu$.
282. If for brevity we write

$$
\Delta_{\lambda}=\sqrt{\left(a^{2}+\lambda\right)\left(b^{2}+\lambda\right)\left(c^{2}+\lambda\right)},
$$

we find that

$$
\frac{h_{1}}{h_{3} h_{3}}=\frac{\Delta_{\lambda}}{2 \Delta_{\mu} \Delta_{\nu}}(\mu-\nu) \sqrt{-1},
$$

so that by qubstitution in equation (198), Laplace's equation in the present coordinates is seen to be

$$
\begin{equation*}
\frac{\partial}{\partial \lambda}\left\{(\mu-\nu) \frac{\Delta_{\lambda}}{\Delta_{\mu} \Delta_{\nu}} \frac{\partial V}{\partial \lambda}\right\}+\frac{\partial}{\partial_{\mu}}\left\{(\nu-\lambda) \frac{\Delta_{\mu}}{\Delta_{v} \Delta_{\lambda}} \frac{\partial V}{\partial \mu}\right\}+\frac{\partial}{\partial \nu}\left\{(\lambda-\mu) \frac{\Delta_{\nu}}{\Delta_{\lambda} \Delta_{\mu}} \frac{\partial V}{\partial \nu}\right\}=0 \tag{203}
\end{equation*}
$$

On multiplying throughout by $\Delta_{\lambda} \Delta_{\mu} \Delta_{r}$, this equation becomes

$$
\begin{equation*}
(\mu-\nu) \Delta_{\lambda} \frac{\partial}{\partial \lambda}\left(\Delta_{\lambda} \frac{\partial V}{\partial \lambda}\right)+(\nu-\lambda) \Delta_{\mu} \frac{\partial}{\partial \mu}\left(\Delta_{\mu} \frac{\partial V}{\partial \mu}\right)+(\lambda-\mu) \Delta_{\nu} \frac{\partial}{\partial \nu}\left(\Delta_{\nu} \frac{\partial V}{\partial \nu}\right)=0 \tag{204}
\end{equation*}
$$

Let us now introduce new variables $\alpha, \beta, \gamma$, given by

$$
\begin{aligned}
\alpha & =\int^{\lambda} \frac{d \lambda}{\Delta_{\lambda}} \\
\beta & =\int^{\mu} \frac{d \mu}{\Delta_{\mu}}, \\
\gamma & =\int^{\nu} \frac{d \nu}{\Delta_{\nu}} \\
\frac{\partial}{\partial \alpha} & =\Delta_{\lambda} \frac{\partial}{\partial \lambda}
\end{aligned}
$$

then we have
and equation (204) becomes

$$
\begin{equation*}
(\mu-\nu) \frac{\partial^{2} V}{\partial \alpha^{2}}+(\nu-\lambda) \frac{\partial^{2} V}{\partial \beta^{2}}+(\lambda-\mu) \frac{\partial^{2} V}{\partial \gamma^{2}}=0 \tag{205}
\end{equation*}
$$

Distribution of Electricity on a freely-charged Ellipsoid.
283. Before discussing the general solution of Laplace's equation, it will be advantageous to examine a few special problems.

In the first place, it is clear that a particular solution of equation (205) is

$$
\begin{equation*}
V=A+B a \tag{206}
\end{equation*}
$$

where $A, B$ are arbitrary constants. The equipotentials are the surfaces $\alpha=$ constant, and are therefore confocal ellipsoids. Thus we can, from this solution, obtain the field when an ellipsoidal conductor is freely electrified.

For instance, if the ellipsoid

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1
$$

is raised to unit potential, the potential at any external point will be given by equation (206) provided we choose $A$ and $B$ so as to have $V=1$ when $\lambda=0$, and $V=0$ when $\lambda=\infty$. In this way we obtain

$$
V=\frac{\int_{\lambda}^{\infty} \frac{d \lambda}{\Delta_{\lambda}}}{\int_{0}^{\infty} \frac{d \lambda}{\Delta_{\lambda}}}
$$

The surface density at any point on the ellipsoid is given by

$$
\begin{align*}
& 4 \pi \sigma=-\frac{\partial V}{\partial n}=-\frac{\partial V}{\partial \lambda} \frac{\partial \lambda}{\partial n}=-h_{1} \frac{\partial V}{\partial \lambda} \\
&=\frac{h_{1}\left(\frac{1}{\Delta_{\lambda}}\right)_{\lambda=0}}{\int_{0}^{\infty} \frac{d \lambda}{\Delta_{\lambda}}} \\
&=\frac{h_{1}}{a b c \int_{0}^{\infty} \frac{d \lambda}{\Delta_{\lambda}}} \cdots \cdots \cdots \cdots
\end{align*}
$$

Thus the surface density at different points of the ellipsoid is proportional to $h_{1}$.
284. The quantity $h_{1}$ admits of a simple geometrical interpretation. Let $l, m, n$ be the direction-cosines of the tangent plane to the ellipsoid at


Fig. 79.
any point $\lambda, \mu, \nu$, and let $p$ be the perpendicular from the origin on to this tangent plane. Then from the geometry of the ellipsoid we have

$$
p^{2}=\left(a^{2}+\lambda\right) l^{2}+\left(b^{2}+\lambda\right) m^{2}+\left(c^{2}+\lambda\right) n^{2} \quad \ldots \ldots \ldots \ldots .(209) .
$$

Moving along the normal, we shall come to the point $\lambda+d \lambda, \mu, \nu$. The tangent plane at this point has the same direction-cosines $l, m, n$ as before, but the perpendicular from the origin will be $p+d p$, where $d p=\frac{d \lambda}{h_{1}}$. To obtain $d p$ we differentiate equation (209), allowing $\lambda$ alone to vary, and so have

$$
2 p d p=d \lambda\left(l^{2}+m^{2}+n^{2}\right)=d \lambda .
$$

Comparing this with $d p=\frac{d \lambda}{h_{1}}$, we see that $h_{1}=2 p$.
Thus the surface density at any point is proportional to the perpendicular from the centre on to the tangent plane at the point.

In fig. 79, the thickness of the shading at any point is proportional to the perpendicular from the centre on to the tangent plane, so that the shading represents the distribution of electricity on a freely electrified ellipsoid.

It will be easily verified that the outer boundary of this shading must be an ellipsoid, similar to and concentric with the original ellipsoid.
285. Replacing $h_{1}$ by $2 p$ in equation (208), we find for the total charge $E$ on the ellipso'd,

$$
E=\iint \sigma d S=\frac{1}{2 \pi a b c \int_{0}^{\infty} \frac{d \lambda}{\Delta_{\lambda}}} \iint p d S .
$$

Since $\iint p d S$ is three times the volume of the ellipsoid, and therefore equal to $4 \pi a b c$, this reduces to

$$
E=\frac{2}{\int_{0}^{\infty} \frac{d \lambda}{\Delta_{\lambda}}} .
$$

Since the ellipsoid is supposed to be raised to unit potential, this quantity $E$ gives the capacity of an ellipsoidal conductor electrified in free space.

The capacity can however be obtained more readily by examining the form of the potential at infinity. At points which are at a distance $r$ from the centre of the ellipsoid so great that $a, b, c$ may be neglected in comparison with $r$, $\lambda$ becomes equal to $r^{2}$, so that $\Delta_{\lambda}=r^{3}$, and

$$
\int_{\lambda}^{\infty} \frac{d \lambda}{\Delta_{\lambda}}=\frac{2}{r}
$$

Thus at infinity the limiting form assumed by equation (207) is

$$
V=\frac{2}{r \int_{0}^{\infty} \frac{d \lambda}{\Delta_{\lambda}}},
$$

and since the value of $V$ at infinity must be $\frac{E}{r}$ the value of $E$ follows at once.

## A freely-charged spheroid.

286. The integral $\int_{0}^{\infty} \frac{d \lambda}{\Delta_{\lambda}}$ is integrable if any two of the semi-axes become equal to one another.

If $b=c$, the ellipsoid is a prolate spheroid, and its capacity is found to be

$$
E=\frac{2}{\int_{0}^{\infty} \frac{d \lambda}{\left(b^{2}+\lambda\right) \cdot\left(a^{2}+\lambda\right)^{\frac{1}{2}}}}=\frac{2 a e}{\log \left(\frac{1+e}{1-\varepsilon}\right)},
$$

where $e$ is the eccentricity.
If $a=b$, the ellipsoid is an oblate spheroid, and its capacity is found to be

$$
E=\frac{2}{\int_{0}^{\infty} \frac{d \lambda}{\left(a^{2}+\lambda\right)\left(c^{2}+\lambda\right)^{\frac{1}{2}}}}=\frac{a e}{\sin ^{-1} e} .
$$

Elliptic Disc.
287. In the preceding analysis, let $a$ become vanishingly small, then the conductor becomes an elliptic disc of semi-axes $b$ and $c$.

The perpendicular from the origin on to the tangent-plane is given, as in the ellipsoid, by

$$
p^{2}=\frac{1}{\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}}
$$

and when $a$ is made very small in the limit, this becomes

$$
p^{2}=\frac{1}{\frac{x^{2}}{a^{4}}}=\frac{a^{2}}{1-\frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}},
$$

so that the surface density at any point $x, y$ in the disc is proportional to

$$
\left(1-\frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}\right)^{-\frac{1}{2}}
$$

Circular Disc.
288. On further simplifying by putting $b=c$, we arrive at the case of a circular disc. The density of electrification is seen at once from expression (210) to be proportional to

$$
\left(1-\frac{r^{2}}{c^{2}}\right)^{-\frac{1}{2}}
$$

and therefore varies inversely as the shortest chord which can be drawn through the point.

Moreover, when $a=0$ and $b=c$, we have $\Delta_{\lambda}=\left(c^{2}+\lambda\right) \sqrt{\lambda}$, so that

$$
\int_{\lambda}^{\infty} \frac{d \lambda}{\Delta_{\lambda}}=\frac{2}{c} \tan ^{-1}\left(\frac{c}{\sqrt{\lambda}}\right) \text { and } \int_{0}^{\infty} \frac{d \lambda}{\Delta_{\lambda}}=\frac{\pi}{c} .
$$

Thus the capacity of a circular disc is $\frac{2 c}{\pi}$, and when the disc is raised to potential unity, the potential at any external point is

$$
\frac{2}{\pi} \tan ^{-1}\left(\frac{c}{\sqrt{\lambda}}\right)
$$

where $\lambda$ is the positive root of

$$
\frac{x^{2}}{\lambda}+\frac{y^{2}+z^{2}}{c^{2}+\lambda}=1
$$

289. Lord Kelvin ${ }^{*}$ quotes some interesting experiments by Coulomb on the density at different points on a circular plate of radius 5 inches. The results are given in the following table:

| Iiftances from the <br> plate's edge | Obserred Densities | Calculated Densities |
| :---: | :---: | :---: |
| 5 ms. | 1 | 1 |
| 4 | 1.001 | 1.020 |
| 3 | 1005 | 1.090 |
| 2 | 1.17 | 1.250 |
| 1 | 1.52 | 1.667 |
| 0.5 | 2.07 | 2.294 |
| 0 | 2.90 | $\infty$ |

- Papers on Elect. and Mag. p. 170.

Much more remarkable is Cavendish's experimental determination of the capacity of a circular disc. Cavendish found this to be $\frac{1}{1.57}$ times that of a sphere of equal radius, while theory shews the true value of the denominator to be $\frac{\pi}{2}$ or 1.57081
290. By inverting the distribution of electricity on a circular disc, taking the origin of inversion to be a point in the plane of the disc, Kelvin* has obtained the distribution of electricity on a disc influenced by a point charge in its plane, a problem previously solved by another method by Green. The general Green's function for a circular disc has been obtained by Hobson $\dagger$.

## Spherical Bowl.

291. Lord Kelvin has also, by inversion, obtained the solution for a spherical bowl of any angle freely electrified. Let the bowl be a pieee of a sphere of diameter $f$. Let the distance from the middle point of the bowl to any point of the bowl be $r$, and let the greatest value of $r$, i.e. the distance from a point on the edge to the middle point of the bowl, be $a$. Then Kelvin finds for the electric densities inside and outside the bowl:

$$
\begin{aligned}
& \rho_{i}=\frac{V}{2 \pi^{2} f}\left\{\sqrt{\frac{f^{2}-a^{2}}{a^{2}-r^{2}}}-\tan ^{-1} \sqrt{\frac{f^{2}-a^{2}}{a^{2}-r^{0}}}\right\}, \\
& \rho_{0}=\rho_{i}+\frac{V}{2 \pi f} .
\end{aligned}
$$



Some numerical results calculated from these formulm are of interest. The six values in the following tables refer to the middle point and the five points dividiug the arc from the middle point to the edge into six equal parts.

Plane diso Curved disc arc $10^{\circ} \quad$ Curved diso arc $20^{\circ}$

| Ps | Po | Mean | Ps | po | Mean | Pt | Po | Mann |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.00 | 100 | 1.001) | . 91 | 1.06 | 1.10000 | -86 | $1 \cdot 14$ | 1.0000 |
| 1.01 | 1.01 | 1.0142 | . 95 | 1.19 | 1.0141 | -88 | $1 \cdot 15$ | 1.0010 |
| 1.06 | 1.06 | 1.0607 | $\cdot 99$ | $1 \cdot 13$ | 1.0605 | . 92 | $1 \cdot 20$ | 1.0369 |
| $1 \cdot 15$ | $1 \cdot 15$ | $1 \cdot 1547$ | 109 | 1.22 | 1-1542 | 1.02 | $1 \cdot 29$ | $1 \cdot 1106$ |
| $1 \cdot 34$ | 1.34 | $1 \cdot 3416$ | 1.27 | 1.41 | $1 \cdot 3407$ | 1-2!) | 1-56 | 1-2606 |
| 1.81 | 1.81 | $1 \cdot 8091$ | 1.74 | 1.88 | $1 \cdot 8071$ | $1 \cdot 67$ | 1.04 | $1 \cdot 6474$ |

[^8]Bowl arc $270^{\circ}$


Bowl arc $340^{\circ}$


| Pl | Po | Mean | Pl | $\boldsymbol{p}_{0}$ | Mean |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 013 | 1.986 | 1.0000 | .0001 | 19999 | 1.0000 |
| .014 | 1.987 | 1.0009 | 0002 | 1.9999 | 1.0000 |
| .018 | 1.991 | 1.0041 | 0002 | 20000 | 1.0001 |
| 025 | 1.998 | 1.0118 | .0004 | 2.0001 | 1.0002 |
| 045 | 2.018 | 1.0116 | 0009 | 20006 | 1.0007 |
| .120 | 2.093 | 1.1060 | .0042 | $2(1040$ | 10041 |

Discussing these results, Lord Kelvin says: "It is remarkable how slight an amount of curvature produces a very sensible excess of density on the convex side in the first two cases ( $10^{\circ}$ and $20^{\circ}$ ), yet how nea:ly the mean of the densities on the convex and concave side.s at any point agrecs with that at the corresponding point on a plane disc shewn in the first column. The results for bowls of $270^{\circ}$ and $340^{\circ}$ illustrate the tendency of the whole charge to the convex surface, as the case of a thin spherical conducting surface with an infinitely small aperture is approached."

## Ellipsoidal Harmonics.

292. We now return to the gencral equations (205), namely

$$
\begin{equation*}
\left(\mu-\nu^{\prime}\right) \frac{\partial^{2} V}{\dot{c} a^{2}}+(\nu-\lambda) \frac{\partial^{2} V}{\partial \beta^{2}}+(\lambda-\mu) \frac{\partial^{2} V}{\partial \gamma^{2}}=0 \tag{211}
\end{equation*}
$$

and examine the nature of the general solutions of this equation.
Let us assume a tentative solution

$$
V=L M N
$$

in which $L$ is a function of $\lambda$ only, $M$ a function of $\mu$ only, and $N$ a function of $\nu$ only. Substituting this solution the equation reduces to

$$
(\mu-\nu) \frac{1}{L} \frac{\partial^{2} L}{\partial \alpha^{2}}+(\nu-\lambda) \frac{1}{M} \frac{\partial^{2} M}{\partial \beta^{2}}+(\lambda-\mu) \frac{1}{N} \frac{\partial^{2} N}{\partial \gamma^{2}}=0 .
$$

Siner $\alpha$ is a function of $\lambda$ only, $\frac{1}{L} \frac{\partial^{2}}{\frac{2}{c} a^{2}}$ is a function of $\lambda$ only, and the equation may be written in the form

$$
(\mu-\nu) f(\lambda)+(\nu-\lambda) F(\mu)+(\lambda-\mu) \Phi(\nu)=0
$$

where $f, F$ and $\Phi$ are functions whose form we have to determine.
This functional equation must hold for all values of $\lambda, \mu, \nu$. Putting $\mu=\nu$ we find that $F(\nu)=\Phi(\nu)$, and since this is true for all values of $\nu, F$ and $\Phi$
must be the same function. By a similar procedure, it follows that $f$ must also be the same function, so that the equation can be written

$$
(\mu-\nu) f(\lambda)+(\nu-\lambda) f(\mu)+(\lambda-\mu) f(\nu)=0 .
$$

To find the form of the function $f$ we put $\lambda=0$ and obtain

$$
\frac{f(\mu)-f(0)}{\mu}=\frac{f(\nu)-f(0)}{\nu} .
$$

Thus a function of $\mu$ is equal to the same function of $\nu$, so that each must be a constant. Calling this $B$, and writing $A$ for $f(0)$, we find that

$$
f(\lambda)=A+B \lambda .
$$

293. Restoring its value to $f(\lambda)$ we see that we must have

$$
\begin{equation*}
\frac{\partial^{2} L}{\partial \alpha^{2}}=(A+B \lambda) L \tag{212}
\end{equation*}
$$

and similar equations, with the same constants $A$ and $B$, must be satisfied by $M$ and $N$.

Equation (212), on substituting for $\alpha$ in terms of $\lambda$, becomes

$$
\begin{equation*}
\Delta_{\lambda} \frac{\partial}{\partial \lambda}\left(\Delta_{\lambda} \frac{\partial L}{\partial \lambda}\right)=(A+B \lambda) L \tag{213}
\end{equation*}
$$

a differential equation of the second order in $\lambda$, while $M$ and $N$ satisfy equations which are identical except that $\mu$ and $\nu$ are the variables.

The solution of equation (213) is known as a Lamés function, or ellipsoidal harmonic. The function is commonly written as $H_{n}^{p}(\lambda)$, where $p, n$ are new arbitrary constants, connected with the constants $A$ and $B$ by the relations

$$
n(n+1)=B, \text { and }\left(b^{2}+c^{4}\right) p=-A
$$

Thus $E_{n}^{p}(\lambda)$ is a solution of

$$
\frac{\partial^{2} L}{\partial \alpha^{2}}=\left\{n(n+1) \lambda-p\left(b^{2}+c^{2}\right)\right\} L,
$$

and a solution of equation (211) is

$$
\begin{equation*}
V=\sum_{p n} \sum_{n}^{p}(\lambda) E_{n}^{p}(\mu) E_{n}^{p}(\nu) . \tag{214}
\end{equation*}
$$

294. Equation (213) being of the second order, must have two independent solutions. Denoting one by $L$, let the other be supposed to be $L u$. Then we must have

$$
\begin{gathered}
\frac{\partial^{2} I}{\partial a^{2}}=(A+B \lambda) L, \\
\frac{\partial^{2}(L u)}{\partial a^{2}}=(A+B \lambda) L u ;
\end{gathered}
$$

so that on multiplying the former equation by $u$, and subtracting from the latter,

Thus

$$
\begin{aligned}
& L \frac{\partial^{2} u}{\partial \alpha^{2}}+2 \frac{\partial L}{\partial \alpha} \frac{\partial u}{\partial \alpha}=0 \\
& u=\int \frac{d a}{L^{2}}=\int \frac{d \lambda}{L^{2} \Delta_{\lambda}}
\end{aligned}
$$

and the complete solution is seen to be

$$
C L+D L \int \frac{d \lambda}{L^{2} \Delta_{\lambda}},
$$

where $C$ and $D$ are arbitrary constants.
Accordingly, the complete solution of equation (211) can be written as

$$
\begin{aligned}
V=\sum_{p n} & \left(C_{n p} E_{n}^{p}(\lambda)+D_{n p} E_{n}^{p}(\lambda) \int \frac{d \lambda}{\left\{E_{n}^{p}(\lambda)\right\}^{2} \Delta_{\lambda}}\right) \\
& \left(C_{n p} E_{n}^{p}(\mu)+D_{n p} E_{n}^{p}(\mu) \int \frac{d \mu}{\left\{E_{n}^{p}(\mu)\right\}^{3} \Delta_{\mu}}\right) \\
& \left(C_{n p}{ }^{\prime \prime} E_{n}^{p}(\nu)+D_{n p}{ }^{\prime \prime} E_{n}^{p}(\nu) \int \frac{d \nu}{\left\{E_{n}^{p}(\nu)\right\}^{2} \Delta_{\nu}}\right) .
\end{aligned}
$$

This corresponds exactly to the general solution in rational integral spherical harmonics, namely

$$
\begin{aligned}
V=\Sigma_{p n} & \left(C_{n p} n^{n}+D_{n p} r^{(n+1)}\right) \\
& \left(C_{n p}^{\prime \prime} e^{i p \phi}+D_{n p}^{\prime} e^{-i p \phi}\right) \\
& \left(C_{n p} P_{n}^{p}(\cos \theta)+D_{n p}^{\prime \prime} P_{n}^{p}(\cos \theta)\right) .
\end{aligned}
$$

Ellipsoid in uniform field of force.
295. As an illustration of the use of confocal coordinates, let us examine the field produced by placing an uninsulated ellipsoid in a uniform field of force.

The potential of the undisturbed field of force may be taken to be $V=F x$, or in confocal coordinates (cf. equation (201))

$$
V=F \sqrt{\frac{\left(a^{2}+\lambda\right)\left(a^{2}+\mu\right)\left(a^{2}+\nu\right)}{\left(b^{2}-a^{2}\right)\left(c^{2}-a^{2}\right)}} .
$$

This is of the form

$$
V=C L M N
$$

where $C$ is the constant $F\left(b^{2}-a^{2}\right)^{-\frac{1}{2}}\left(c^{2}-a^{2}\right)^{-\frac{1}{2}}$, and $L, M, N$ are functions of $\lambda$ only, $\mu$ only and $\nu$ only, respectively, namely $L=\sqrt{a^{2}+\lambda}$, etc.

Since $V=L M N$ is a solution of Laplace's equation, there must, as in § 294, be a second solution $V=L u . M N$, where

$$
u=\int \frac{d \lambda}{L^{2} \Delta_{\lambda}}=\int \frac{d \lambda}{\left(a^{2}+\lambda\right) \Delta_{\lambda}} .
$$

The upper limit of integration is arbitrary : if we take it to be infinite, both $u$ and $L u$ will vanish at infinity, while $M$ and $N$ are in any case finite at infinity. Thus $L u . M N$ is a potential which vanishes at infinity and is proportional (since $u$ is a function of $\lambda$ only) at every point of any one of the surfaces $\lambda=$ cons., to the potential of the original field. Thus the solution

$$
\begin{equation*}
V=C L M N+D L u \cdot M N \tag{215}
\end{equation*}
$$

can be made to give zero potential over any one of the surfaces $\lambda=$ cons., by a suitable choice of the constant $D$.

For instance if the conductor is $\lambda=0$, we have, on the conductor,

$$
u=\int_{0}^{\infty} \frac{d \lambda}{\left(a^{2}+\lambda\right) \Delta_{\lambda}} .
$$

Thus on the conductor we have

$$
V=L M N\left(C+D \int_{0}^{\infty} \frac{d \lambda}{\left(a^{2}+\lambda\right) \Delta_{\lambda}}\right)
$$

The condition for this to vanish gives the value of $D$, and on substituting this value of $D$, equation (215) becomes

$$
\begin{align*}
V & =C L M N\left(1-\frac{u}{\int_{0}^{\infty} \overline{\left(a^{2}+\lambda\right) \Delta_{\lambda}}}\right) \\
& =F x\left(1-\frac{\int_{\lambda}^{\infty} \frac{d \lambda}{\left(a^{2}+\lambda\right) \Delta_{\lambda}}}{\int_{0}^{x} \frac{d \lambda}{\left(a^{2}+\lambda\right) \Delta_{\lambda}}}\right) \\
& =F x \frac{\int_{0}^{\lambda} \frac{d \lambda}{\left(a^{2}+\lambda\right) \Delta_{\lambda}}}{\int_{0}^{\infty} \frac{d \lambda}{\left(a^{2}+\lambda\right) \Delta_{\lambda}}} \ldots \ldots . . . \tag{216}
\end{align*}
$$

This gives the field when the original field is parallel to the major axis of the ellipsoid. If the original field is in any other direction we can resolve it into three fields parallel to the three axes of the ellipsoid, and the final field is then found by the superposition of three fields of the type of that given by equation (216).

## Spheroidal Harmonics.

296. When any two semi-axes of the standard ellipsoid become equal the method of confocal coordinates breaks down. For the equation

$$
\begin{equation*}
\frac{x^{2}}{a^{2}+\theta}+\frac{y^{2}}{b^{2}}+\theta+\frac{z^{2}}{c^{2}+\theta}=1 \tag{217}
\end{equation*}
$$

reduces to a quadratic, and has therefore only two roots, say $\lambda_{1}, \mu$. The surfaces $\lambda=$ cons. and $\mu=$ cons. are now confocal ellipsoids and hyperboloids of revolution, but obviously a third family of surfaces is required before the position of a point can be fixed. Such a family of surfaces, orthogonal to the two present families, is supplied by the system of diametral planes through the axis of revolution of the standard ellipsoid.
'The two cases in which the standard ellipsoid is a prolate spheroid and an oblate spheroid require separate examination.

## Prolate Sphernids.

297. Let the standard surface be the prolate spheroid

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}+z^{2}}{b^{2}}=1
$$

in which $a>b$. If we write

$$
y=\pi \cos \phi, \quad z=\pi \sin \phi
$$

then the curvilinear coordinates may be taken to be $\lambda, \mu, \phi$, where $\lambda, \mu$ are the roots of

$$
\frac{x^{2}}{a^{2}+\theta}+\frac{\varpi^{2}}{b^{2}+\theta}=1
$$

In this equation, put $a^{2}-b^{2}=c^{2}$ and $a^{2}+\theta=c^{2} \theta^{3}$, then the equation becomes

$$
\frac{x^{2}}{c^{2} \theta^{\prime 2}}+\frac{\varpi^{2}}{c^{2}\left(\theta^{\prime 2}-1\right)}=1 .
$$

If $\xi^{2}, \eta^{\boldsymbol{2}}$ are the roots of this equation in $\theta^{\prime 2}$, we readily find that $x^{\boldsymbol{n}}=\boldsymbol{\xi}^{\boldsymbol{\xi}} \boldsymbol{\eta}^{\boldsymbol{*}} c^{\mathbf{2}}$, so that we may take

$$
\begin{align*}
& x=c \xi \eta \ldots \ldots \ldots \ldots \ldots \ldots  \tag{219}\\
& w=c \sqrt{\left(1-\xi^{2}\right)\left(\eta^{2}-1\right)} \tag{220}
\end{align*}
$$

in which $\eta$ is taken to be the greater of the two roots.
The surfaces $\xi=$ cons., $\eta=$ cons. are identical with the surfaces $\theta=$ cons., and are accnidingly confocal ellipsoids and hyperboloids. The coordinates $\xi, \eta, \phi$ may now be taken to be orthogoual curvilinear coordinates.

It is easily found that

$$
h_{1}=\frac{1}{c} \sqrt{\frac{1-\xi^{2}}{\eta^{2}-\xi^{2}}}, \quad h_{2}=\frac{1}{c} \sqrt{\frac{\eta^{2}-1}{\eta^{2}-\xi^{2}}}, \quad h_{3}=\frac{1}{c \sqrt{\left(1-\xi^{2}\right)\left(\eta^{2}-1\right)}},
$$

from which Laplace's equation is obtained in the form

$$
\frac{\partial}{\partial \xi}\left\{\left(1-\xi^{2}\right) \frac{\partial V}{\partial \xi}\right\}+\frac{\partial}{\partial \eta}\left\{\left(\eta^{2}-1\right) \frac{\partial V}{\partial \eta}\right\}+\frac{\eta^{2}-\xi^{2}}{\left(1-\xi^{2}\right)\left(\eta^{2}-1\right)} \frac{\lambda^{2} V}{\partial \phi^{2}}=0 .
$$

298. Let us search for solutions of the form

$$
\boldsymbol{V}=\boldsymbol{E} \mathbf{H} \Phi \text {, }
$$

where $\Xi, H, \Phi$ are solutions solely of $\xi, \eta$ and $\phi$ respectively. On substituting this tentative solution and simplifying, we obtain

$$
\frac{\left(1-\xi^{2}\right)\left(\eta^{2}-1\right)}{\eta^{2}-\xi^{2}}\left[\frac{1}{\Xi} \frac{\partial}{\partial \xi}\left\{\left(1-\xi^{2}\right) \frac{\partial \Xi}{\partial \xi}\right\}+\frac{1}{H} \frac{\partial}{\partial \eta}\left\{\left(\eta^{2}-1\right) \frac{\partial H}{\partial \eta}\right\}\right]+\frac{1}{\Phi} \frac{\partial^{2} \Phi}{\partial \phi^{2}}=0 .
$$

As in the theory of spherical harmonics, the only possible solution results from taking

$$
\frac{1}{\Phi} \frac{\partial^{2} \Phi}{\partial \phi^{2}}=-m^{2}
$$

where $-m^{2}$ is a constant, and $m$ must be an integer if the solution is to be single valued. The solution is

$$
\begin{equation*}
\Phi=C \cos m \phi+D \sin m \phi \tag{221}
\end{equation*}
$$

We must now have

$$
\begin{aligned}
\frac{1}{\Xi} \frac{\partial}{\partial \xi}\left\{\left(1-\xi^{2}\right) \frac{\partial \Xi}{\partial \xi}\right\} & +\frac{1}{\mathrm{H}} \frac{\partial}{\partial \eta}\left\{\left(\eta^{2}-1\right) \frac{\partial I I}{\partial \eta}\right\}=\frac{m^{2}\left(\eta^{2}-\xi^{2}\right)}{\left(1-\xi^{2}\right)\left(\eta^{2}-1\right)} \\
& =\frac{m^{2}}{1-\xi^{2}}+\frac{m^{2}}{\eta^{2}-1},
\end{aligned}
$$

and this can only be satisfied by taking
together with

$$
\begin{equation*}
\frac{\partial}{\partial \xi}\left\{\left(1-\xi^{2}\right) \frac{\partial \Xi}{\partial \xi}\right\}-\frac{m^{2} \Xi}{1-\xi^{2}}+s \Xi=0 \tag{222}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial}{\partial \eta}\left\{\left(1-\eta^{2}\right) \frac{\partial \mathrm{H}}{\partial \eta}\right\}-\frac{m^{2} \mathrm{H}}{1-\eta^{2}}+s \mathrm{H}=0 \tag{223}
\end{equation*}
$$

Equations (222) and (223) are identical with the equation already discussed in $\S 273,274$. The solutions are known to be

$$
\begin{aligned}
& E=A P_{n}^{m}(\xi)+B Q_{n}^{n}(\xi) \\
& \mathrm{H}=A^{\prime} P_{n}^{m}(\eta)+B^{\prime} Q_{n}^{\prime \prime}(\eta)
\end{aligned}
$$

where $s=n(n+1)$ and $P_{n}^{m}, Q_{n}^{m}$ are the associated Legendrian functions already investigated. Combining the values just obtained for 日, H with the value for $\Phi$ given by equation (221), we obtain the general solution
$V=\Sigma \Sigma \Xi H \Phi$

$$
=\sum_{m n}\left\{A P_{n}^{m}(\xi)+B Q_{n}^{m}(\xi)\right\}\left\{A^{\prime} P_{n}^{\prime \prime \prime}(\eta)+B^{\prime} Q_{n}^{m}(\eta)\right\}\left\{C^{\prime} \cos m \phi+D \sin m \phi\right\} .
$$

At infinity it is easily found that

$$
\begin{gathered}
\eta=\infty, \quad \xi=\frac{x}{\sqrt{x^{2}+w^{2}}}=\cos \theta \\
\eta=1, \quad \xi=0 .
\end{gathered}
$$

while at the origin
Thus in the space outside any spheroid, the solution $P_{n}^{m}(\xi) Q_{n}^{m}(\eta)$ is finite everywhere, while, in the space inside, the finite solution is $P_{n}^{m}(\xi) P_{n}^{m}(\eta)$.

## Oblate Spheroids.

299. For an oblate spheroid, $a^{4}-b^{2}$ is negative, so that in equation (218) we replace $b^{2}-a^{2}$ by $\kappa^{2}$, so that $\kappa=i c$, and obtain, in place of equations (219) and (220),

$$
\begin{aligned}
& x=\kappa \xi i \eta, \\
& x=\kappa \sqrt{\left(1-\xi^{2}\right)\left(1-\eta^{2}\right) .}
\end{aligned}
$$

Replacing $\boldsymbol{\eta} \eta$ by $\zeta$, we may take $\xi, \zeta$ and $\phi$ as real orthogonal curvilinear coordinates, connected with Cartesian coordinates by the relations

$$
\begin{aligned}
& x=\kappa \xi \zeta, \\
& \left.\omega_{\jmath}=\kappa \sqrt{\left(1-\xi^{2}\right)\left(1+\zeta^{2}\right.}\right) .
\end{aligned}
$$

We procecd to search for solutions of the type

$$
V=\Xi Z \Phi,
$$

and find that $\Xi, \Phi$ must satisfy the same equations as before, while $\mathbf{Z}$ must satisfy

$$
-\frac{\partial}{\partial \zeta}\left\{\left(1+\zeta^{2}\right) \frac{\partial Z}{\partial \zeta}\right\}-\frac{m^{2}}{1+\zeta^{2}} Z+n(n+1) Z=0 .
$$

The solution of this is

$$
\mathrm{Z}=A^{\prime} P_{n}^{m}(i \zeta)+B^{\prime} Q_{n}^{m}(i \zeta),
$$

and the most general solution may now be written down as before.

## Problems in two Dimensions.

300. Often when a solution of a three-dimensional problem cannot be obtained, it is found possible to solve a similar but simpler two-dimensional problem, and to infer the main physical features of the three-dimensional problem from those of the two-dimensional problem. We are accordingly led to examine methods for the solution of electrostatic problems in two dimensions.

At the culset we notice that the unit is no longer the point-charge, but the uniform line-charge, a line-charge of line-density $\sigma$ having a putential (cf. § 75)

$$
C-2 \sigma \log r .
$$

## Method of Images.

301. The method of images is available in two dimensions, but presents no special features. An example of its use has already been given in $\S \mathbf{2 2 0}$.

## Method of Inversion.

302. In two dimensions the inversion is of course about a line. Let this be represented by the point $O$ in fig. 81.

Let $P P^{\prime}, Q Q^{\prime}$ be two pairs of inverse points. Let a line-charge $e$ at $Q$ produce potential $V_{P}$ at $P$, and let a line-charge $e^{\prime}$ at $Q$ produce potential $V_{P}$ at $P^{\prime}$, so that

$$
\begin{aligned}
& V_{P}=C-2 e \log P^{\prime} Q \\
& V_{P^{\prime}}=C^{\prime}-2 e^{\prime} \log \Gamma^{\prime} Q^{\prime} .
\end{aligned}
$$

If we take $e=e^{\prime}$, we obtain


Fig. 81.

$$
\begin{align*}
& V_{P}-V_{P^{\prime}}=C^{\prime \prime}-2 c^{\prime} \log \frac{P Q}{P^{\prime}\left(Q^{\prime}\right.} \\
&=C^{\prime \prime \prime}-2 e \log O Q \\
& O P^{\prime}
\end{align*}
$$

L.et $P$ be a point on an equipotential when there are charges $e_{1}$ at $Q_{1}$, $e_{2}$ at $Q_{2}$, etc., and let $l^{-}$denote the potential of this equipotential. Let $\vec{V}$ denote the potential at $P^{\prime}$ under the influence of charges $e_{1}, e_{2}, \ldots$ at the inverse points of $Q_{1}, Q_{2}, \ldots$ Then, by summation of equations such as ( 2.34 ),

$$
\bar{V}-V=-\grave{( }\left(2 e \log O P^{\prime}\right)+\grave{( }(2 e \log O Q)+\text { constants, }
$$

or

$$
\begin{equation*}
\bar{V}=\text { constants }-2\left(\sum_{e}\right) \log O P^{\prime} \tag{225}
\end{equation*}
$$

The potential at $P^{\prime}$ of charges $e_{1}, e_{2}, \ldots$ at the inverse points of $Q_{1}, Q_{2}, \ldots$ plus a charge - Le at $O$ is

$$
\bar{V}+C+2\left(\Sigma^{\prime}\right) \log U P^{\prime},
$$

and this by equation (22.) is a constant. This result gives the method of inversion in two dimensions:

If a surfuce $S$ is an equipotential under the influence of line-charges $e_{1}, e_{2}, \ldots$ at $Q_{1}, Q_{2}, \ldots$, then the surface which is the inverse of $S$ about a line $O$ will be an 'qu'potentiol under the influence of line-charges $e_{1}, e_{2}, \ldots$ on the lines inverse to $Q_{1}, Q_{2}, \ldots$ together with a charge - $\Sigma e$ at the line 0 .

## Trur--liumensional Ifarmonics.

303. A solution of Leplare's equation can be obtained which is the analogue in two dimensions of the threr dimensional solution in spherical harmonics.

In two dimensions we have two coordinates, $r$, $\theta$, these bccoming identical with ordmary two-dimensional polar coordinates. Laplace's equation becomes

$$
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial V}{\partial r}\right)+\frac{\partial^{2} V}{r^{2} \partial \theta^{2}}=0
$$

and on assuming the form

$$
V=R \Theta,
$$

in which $R$ is a function of $r$ only, and $\Theta$ a function of $\theta$ only, we obtain the solution in the form

$$
V=\sum_{n=1}^{n=\infty}\left(A r^{n}+\frac{B}{r^{n}}\right)(C \cos n \theta+D \sin n \theta) .
$$

Thus the "harmonic-functions" in two dimensions are the familiar sine and cosine functions. The functions which correspond to rational integral harmonics are the functions

$$
r^{n} \sin n \theta, \quad r^{n} \cos n \theta .
$$

In $x, y$ coordinates these are obviously rational integral functions of $x$ and $y$ of degree $n$.

Corresponding to the theorem of $\S 240$, that any function of position on the surface of a sphere can (subject to certain restrictions) be expanded in a series of rational integral harmonics, we have the famous theorem of Fourier, that any function of position on the circumference of a circle can (subject to certain restrictions) be expanded in a series of sines and cosines. In the proof which follows (as also in the proof of $\$ 240$ ), no attempt is made at absolute mathematical rigour: as befere, the form of proof given is that which seems best suited to the needs of the student of electrical theory.

## Fourier's Theorem.

304. The value of any function $\xi^{\prime}$ of position on the circumference of $a$ circle can be expressed, at every point of the circumference at which the function is continuous, as a series of sines and cosines, provided the function is single-valued, and has only a finite number of discontinuities and of maxima and minima on the circumference of the circle.

Let $P(f, a)$ be any point outside the circle, then if $K$ is the distance from $P$ to tice element $d s$ of the circle ( $a, \theta$ ) we have

$$
\int \frac{f^{2}-u^{2}}{2 \pi a R^{2}} d s=1
$$

This result can easily be obtnined by integration, or can be seen at once from physical considerations, for the integrand is the chargo induced on a conducting cylinder by unit linecharge at $P$.


Fig. 82.

Let us now introduce a function $u$ defined by

$$
\begin{equation*}
u=\frac{f^{2}-a^{2}}{2 \pi a} \int \frac{F}{R^{2}} d s \tag{226}
\end{equation*}
$$

Then, subject to the conditions stated for $F$ we find, as in § 240 , that on the circumference of the circle, the function $u$ becomes identical with $F$. Also we have

$$
\begin{aligned}
\frac{1}{R^{2}} & =\frac{1}{f^{2}+a^{2}-2 a f \cos (\theta-a)} \\
& =\frac{1}{\left(f-a e^{i(\theta-a)}\right)\left(f-a e^{-i(\theta-a)}\right)} \\
& =\frac{e^{i(\theta-a)}}{f^{2}-a^{2}}\left\{\frac{a}{f-a e^{i(\theta-a)}}-\frac{f}{a-f e^{i(\theta-a)}}\right\} \\
& =\frac{1}{f^{2}-a^{2}}\left\{1+\sum_{1}^{\infty}\left(\frac{a}{f}\right)^{n}\left(e^{n i(\theta-a)}+e^{-n i(\theta-a)}\right)\right\} \\
& =\frac{1}{f^{2}-a^{2}}\left\{1+2{\underset{1}{1}}_{\infty}^{\infty}\left(\frac{a}{f}\right)^{n} \cos n(\theta-a)\right\} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
u & =\frac{1}{2 \pi a} \int F\left\{1+2 \sum_{1}^{\infty}\left(\frac{a}{f}\right)^{n} \cos n(\theta-a)\right\} d s \\
& =\frac{1}{2 \pi} \int_{\theta=0}^{\theta-2 \pi} F d \theta+\frac{1}{\pi} \sum_{1}^{\infty}\left(\frac{a}{f}\right)^{n} \int_{\theta=0}^{\theta=2 \pi} F \cos n(\theta-a) d \theta,
\end{aligned}
$$

and on passing to the limit and putting $a=f$, this becomes

$$
\begin{equation*}
F=\frac{1}{2 \pi} \int_{\theta=0}^{\theta=2 \pi} F d \theta+\frac{1}{\pi} \sum_{1}^{\infty} \int_{\theta=0}^{\theta=2 \pi} F \cos n(\theta-\alpha) d \theta . \tag{227}
\end{equation*}
$$

expressing $F$ as a series of sines and cosines of multiples of $\alpha$.
We can put this result in the form
where

$$
\boldsymbol{F}=\vec{F}+\sum_{1}^{\infty}\left(a_{n} \cos n \alpha+b_{n} \sin n \alpha\right),
$$

and

$$
\begin{aligned}
a_{n} & =\frac{1}{\pi} \int_{0}^{2 \pi} F \cos n \theta d \theta, \\
b_{n} & =\frac{1}{\pi} \int_{0}^{2 \pi} F \sin n \theta d \theta, \\
F & =\frac{1}{2 \pi} \int_{0}^{2 \pi} F d \theta,
\end{aligned}
$$

so that $\bar{F}$ is the mean value of $\boldsymbol{F}$.
If $F$ has a discontinuity at any point $\theta=\beta$ of the circle, and if $F_{1}, F_{2}$ are the values of $F$ at the discontinuity, then obviously at the point $\theta=\beta$ on the circle, equation (226) becomes

$$
u=\frac{1}{2}\left(F_{1}+F_{2}\right),
$$

so that the value of the series (227) at a discontinuity is the arithmetic mean of the two values of $F$ at the discontinuity (cf. § 256).
305. We could go on to develop the theory of ellipsoidal harmonics etc. in two dimensions, but all such theories are simply particular cases of a very general theory which will now be explained.

## Conjugate Functions.

General Theory.
306. In two-dimensional problems, the equation to be satisfied by the potential is

$$
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\hat{\sigma}^{\circ} V}{\partial y^{2}}=0
$$

and this has a general solution in finite terms, namely

$$
\begin{equation*}
V=f(x+i y)+F(x-i y) \tag{229}
\end{equation*}
$$

where $f$ and $F$ are arbitrary functions, in which the coefficients may of course involve the imaginary $i$.

For $V$ to be wholly real, $F$ must be the function obtained from $f$ on changing $i$ into $-i$. Let $f^{\prime}(x+i y)$ be equal to $u+i v$ where $u$ and $v$ are real, then $F(x+i y)$ must be equal to $u-i v$, so that we must have $V=2 u$. If we introduce a second function $U$ equal to $-2 v$, we have

$$
\begin{align*}
U+i V & =-2 v+2 i u \\
& =2 i(u+i v) \\
& =2 i f(x+i y) \\
& =\phi(x+i y) \tag{230}
\end{align*}
$$

where $\phi(x+i y)$ is a completely general function of the single variable $x+i y$.
Thus the most general form of the potential which is wholly real, can be derived from the most general arbitrary function of the single variable $x+i y$, on taking the potential to be the imaginary part of this function.
307. It $\phi(x+i y)$ is a function of $x+i y$, then $i \phi(x+i y)$ will also be a function, and the imaginary part of this function will also give a possible potential. We have, however, from equation (230),

$$
\begin{aligned}
i \phi(x+i y) & =i\left(U+i V^{r}\right) \\
& =-V+i U
\end{aligned}
$$

shewing that $U$ is a possible potential.
Thus when we have a relation of the type expressed by equation (230), either $U$ or $V$ will be a possible potential.
308. Taking $V$ to be the potential, we have by differentiation of equation (230),
and hence

$$
\begin{aligned}
\frac{\partial U}{\partial x}+i \frac{\partial V}{\partial x} & =\phi^{\prime}(x+i y) \\
\frac{\partial U}{\partial y}+i \frac{\partial V}{\partial y} & =i \phi^{\prime}(x+i y) \\
i\left(\frac{\partial U}{\partial x}+i \frac{\partial V}{\partial x}\right) & =\frac{\partial U}{\partial y}+i \frac{\partial V}{\partial y}
\end{aligned}
$$

Equating real and imaginary parts in the above equation, we obtain
so that

$$
\begin{gather*}
\frac{\partial U}{\partial x}=\frac{\partial V}{\partial y}, \\
\frac{\partial U}{\partial y}=-\frac{\partial V}{\partial x}, \\
\frac{\partial U}{\partial x} \frac{\partial V}{\partial x}+\frac{\partial U}{\partial y} \frac{\partial V}{\partial y}=0 . \tag{231}
\end{gather*}
$$

This however is the condition that the families of curves $U=$ cons., $V=$ cons., should cut orthogonally at every point. Thus the curves $U=$ cons. are the orthogonal trajectories of the equipotentials-i.e. are the lines of force.

Representation of complex quantities.
309. If we write

$$
z=x+i y
$$

so that $z$ is a complex quantity, we can suppose the position of the point $P$ indicated by the value of the single complex variable $z$. If $z$ is expressed in Demoivre's form

$$
z=r \varepsilon^{2 \theta}=r(\cos \theta+i \sin \theta),
$$

then we find that $r=\sqrt{x^{2}+y^{2}}$ and $\theta=\tan ^{-1} \frac{y}{x}$. The


Fio. 83. quantity $r$ is known as the modulus of $z$ and is denoted by $|z|$, while $\theta$ is known as the argument of $z$ and is denoted by arg $z$. The representation of a conplex quantity in a plane in this way is known as an Argand diagran.
310. Addition of complex quantities. Let $P$ be $z=x+i y$, and let $P$ be $z^{\prime}=x^{\prime}+i y^{\prime}$. The value of $z+z^{\prime}$ is $\left(x+x^{\prime}\right)+i\left(y+y^{\prime}\right)$, so that if $Q$ represents the value $z+z^{\prime}$ it is clear that $O P^{\prime} Q P^{\prime}$ will be a parallelogram. Thus to add together the complex quantities $z$ and $z^{\prime}$ we complete the parallelogram $O P P^{\prime}$, and the fourth point of this parallelogram will represent $z+z^{\prime}$.

The matter may be put more simply by supposing the complex quantity $z=x+i y$ represented by the direction and length of a line, such that its projections on two rectangular axes are $x, y$. For instance in fig. 83, the value of $z$ will be represented equally by either $O P$ or $\Gamma^{\prime} Q$. We now have the following rule for the addition of complex quantities.

To find $z+z^{\prime}$, describe a path from the origin representing $z$ in magnitude and direction, and from the extremity of this describe a path representing $z^{\prime}$. The line joining the origin to the extremity of this second path will represent $z+z^{\prime}$
311. Multiplication of complex quantities. If
and

$$
\begin{aligned}
& z=x+i y=r(\cos \theta+i \sin \theta) \\
& z^{\prime}=x^{\prime}+i y^{\prime}=r^{\prime}\left(\cos \theta^{\prime}+i \sin \theta^{\prime}\right)
\end{aligned}
$$

then, by multiplication
so that

$$
\begin{gathered}
z z^{\prime}=r r^{\prime}\left\{\cos \left(\theta+\theta^{\prime}\right)+i \sin \left(\theta+\theta^{\prime}\right)\right\}, \\
\left|z z^{\prime}\right|=r r^{\prime}=|z|\left|z^{\prime}\right|, \\
\arg \left(z z^{\prime}\right)=\theta+\theta^{\prime}=\arg z+\arg z^{\prime}
\end{gathered}
$$

and clearly we can extend this result to any number of factors. Thus we have the important rules:

The modulus of a product is the product of the moduli of the factors.
The argument of a product is the sum of the arguments of the factors.
There is a geometrical interpretation of multiplication.
In fig. 84 , let $O A=1, O P=z, O P^{\prime}=z^{\prime}$ and $O Q=z z^{\prime}$.
Then the angles $Q O A, P^{\prime} O A$ being equal to $\theta+\theta^{\prime}$ and $\theta^{\prime}$ respectively, the angle $Q O P^{\prime}$ must be equal to $\theta$, and therefore to $P O A$.

Mureover

$$
\frac{O Q}{O P^{\prime}}=\frac{O P}{O A},
$$

each ratio being equal to $r$, so that the triangles QOP ${ }^{\prime}$ and POA are similar. Thus to multiply the vector $O P^{\prime}$ by the vector $O P$, we simply construct on $O P^{\prime}$ a triangle similar to $A O P$.

The sime result can be more shortly expressed by saying that to multiply $z^{\prime}\left(=O P^{\prime}\right)$ by $z(=O P)$, we multiply the length $O P^{\prime}$ by $|z|$ and turn it through an angle arg $z$.

So also to divide by $z$, we divide the length of the line representing the dividend by $|z|$ and


Fic. 84. turn through an angle $-\arg z$. In either case an angle is positive when the turning is in the direction which brings us from the axis $x$ to that of $y$ atter an angle $\pi / 2$.

## Conformal Representation.

312. We can now consider more fully the meaning of the relation

$$
U+i \nabla=\phi(x+i y)
$$

Let us write $z=x+i y$, and $W=U+i V, z$ and $W$ being complex imaginaries, which we must now suppose in accordance with equation (230) to be connected by the relation

$$
\begin{equation*}
W=\phi(z) \tag{232}
\end{equation*}
$$

We can represent values of $z$ in one Argand diagram, and values of $W$ in another. The plane in which values of $z$ are represented will be called the $z$-plane, the other will be called the $W$-plane. Any point $P$ in the $z$-plane corresponds to a definite value of $z$ and this, by equation (232), may give one or more values of $W$, according as $\phi$ is or is not a single-valued function. If $Q$ is a point in the $W$-plane which represents one of these values of $W$. the points $P$ and $Q$ are said to correspond.

As $P$ describes any curve $S$ in the $z$-plane, the point $Q$ in the $W$-plane which corresponds to $P$ will describe some curve $T$ in the $W$-plane, and the curve $T$ is said to correspond to the curve $S$. In particular, corresponding to any infinitesimal linear path $P P^{\prime}$ in the $z$-plane, there will correspond a small linear element $Q Q^{\prime}$ in the $W^{\prime}$-plane. If $O P, O P^{\prime}$ represent the values $z, z+d z$ respectively, then the element $P P^{\prime}$ will represent $d z$. Similarly the element $Q Q^{\prime}$ will represent $d W$ or $\frac{d W}{d z} d z$.

Hence we can get the element $Q Q^{\prime}$ from the element $P P^{\prime}$ on multiplying it by $\frac{d W}{d z}$, i.e. by $\frac{\partial}{\partial z} \phi(z)$, or by $\phi^{\prime}(x+i y)$. This multiplier depends solely on the position of the point $P$ in the $z$-plane, and not on the length or direction of the element $d z$. If we express $\frac{d W}{d z}$ or $\phi^{\prime}(x+i y)$ in the form

$$
\frac{d W}{d z}=\phi^{\prime}(x+i y)=\rho(\cos \chi+i \sin \chi),
$$

we find that the element $d W$ can be obtained from the corrcsponding element $d z$ by multiplying its length by $\rho$ or $\left|\frac{d W}{d \bar{z}}\right|$, and turning it through an angle $\chi$, or arg $\left(\frac{d W}{d z}\right)$. It follows that any element of area in the $z$-plane is represented in the $W$-plane by an element of area of which the shape is exactly similar to that of the original element, the linear dimensions are $\rho$ times as great, and the orientation is obtained by turning the original element through an angle $\chi$.

From the circumstance that the shapes of two corresponding elements in the two planes are the same, the process of passing from one plane to the other is known as conformal representation.
313. Let us examine the value of the quantity $\rho$ which, as we have seen, measures the linear magnification produced in a small ares on passing from the $z$-plane to the $W$-plane.

We have

$$
\begin{aligned}
\rho(\cos \chi+i \sin \chi) & =\frac{d W}{d z}=\phi^{\prime}(x+i y) \\
& =\frac{\partial U}{\partial x}+i \frac{\partial V}{\partial x} \\
& =\frac{\partial V}{\partial y}+i \frac{\partial V}{\partial x} \\
\rho=\left|\frac{\partial V}{\partial y}+i \frac{\partial V}{\partial x}\right|= & \sqrt{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}} .
\end{aligned}
$$

so that
The quantity $\rho$, or $\left|\frac{d W}{d z}\right|$, is called the "modulus of transformation." We now see that if $V$ is the potential, this modulus measures the electric intensity $R$, or $\sqrt{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}}$. Since $R=4 \pi \sigma$, this circumstance provides a simple means of finding $\sigma$, the surface-density of electricity at any point of a conducting surface.
314. If $\frac{\partial}{\partial s}$ denote differentiation along the surface of a conductor, on which the potential $V$ is constant, we have
so that

$$
\begin{gathered}
\left|\frac{d W}{d z}\right|=\frac{\partial U}{\partial s} \\
\sigma=\frac{1}{4 \pi} R=\frac{1}{4 \pi} \frac{\partial U}{\partial s}
\end{gathered}
$$

The total charge on a strip of unit width between any two points $P, Q$ of the conductor is accordingly

$$
\begin{equation*}
\int \sigma d S=\frac{1}{4 \pi} \int_{P}^{Q} \frac{\partial U}{\partial s} d s=\frac{1}{4 \pi}\left(U_{Q}-U_{P}\right) \tag{233}
\end{equation*}
$$

315. If, on equating real and imaginery parts of any transformation of the form

$$
\begin{equation*}
U+i V=\phi(x+i y) \tag{234}
\end{equation*}
$$

it is found that the curve $f(x, y)=0$ corresponds to the constant value $V=C$, then clearly the general value of $V$ obtained from equation (234) will be a solution of Laplace's equation subject to the condition of having the constant value $V=C$ over the boundary $f(x, y)=0$. It will therefore be the potential in an electrostatic field in which the curve $f(x, y)=0$ may be taken to be a conductor raised to potential $C$.
316. From a given transformation it is obviously always possible to deduce the corresponding electrostatic field, but on being given the conductors and potentials in the field, it is by no means always possible to deduce the required transformation. We shall begin by the examination of a few fields which are given by simple known transformations.

## Special Transformations.

$$
\text { I. } W=z^{n} \text {. }
$$

317. Considering the transformation $W=z^{n}$, we have

$$
U+i V=(x+i y)^{n}=r^{n}(\cos n \theta+i \sin n \theta)
$$

so that $V=r^{n} \sin n \theta$. Thus any one of the surfaces $r^{n} \sin n \theta=$ constant may be supposed to be an equipotential, including as a special case

$$
r^{n} \sin n \theta=0
$$

in which the equipotential consists of two planes cutting at an angle $\frac{\pi}{n}$.
This transformation can be further discussed by assigning particular values to $n$.
$n=1$. This gives simply $V=y$, a uniform field of force.
$n=2$. This gives $V=2 x y$, so that the equipotentials are rectangular hyperbolic cylinders, including as a special case two planes intersecting at right angles (fig. 85).


Fig. 85.
Fin. 86.

This transformation gives the field in the immediate neighbourhood of two conducting planes meeting at right angles in any field of force. It also gives the field between two coaxal rectangular hyperbolas.


Fra. 87.
$n=\frac{1}{2} . \quad$ This gives $x+i y=(U+\imath V)^{2}$, so that

$$
x=U^{2}-V^{2}, \quad y=2 U V,
$$

and on eliminating $U$ we obtain

$$
y^{2}=4 V^{2}\left(x+V^{2}\right) .
$$

'Thus the equipotenti:ls are confocal and coaxal parabolic cylinders, including as a special case ( $V=0$ ) a semi-infinite plane bounded by the line of foci.

This transformation clearly gives the fieid in the immediate neighbourhood of a conducting sharp straight edge in any field of force (fig. 86).
$n=-1$. This gives

$$
U+i V=\frac{1}{r}(\cos \theta-i \sin \theta),
$$

and the equipotentials are

$$
r V=\sin \theta \text { or } x^{2}+y^{2}-\frac{y}{V}=0 .
$$

Thus the equipotentials are a series of circular cylinders, all touching the plane $y=0$ along the axis $x=0, y=0$ (fig. 87).

## II. $W=\log 2$.

318. The transformation $W=\log z$ gives

$$
U+i V=\log r+i \theta
$$

so that the equipotentials are the planes $\theta=$ constant, a system of planes all intersecting in the same line. As a special case, we may take $\theta=0$ and $\theta=\pi$ to be the conductors, and obtain the field when the two halves of a plane are raised to different potentials. The lines of force, $U=$ constant, are circles (fig. 88).


Fra. 88.
If we take $U$ to be the potential, the equipotentials are concentric circular cylinders, and the field is seen to be simply that due to a uniform line-charge, or uniformly electritied cylinder.

It may be noticed that the transformation

$$
W=\log (z-a)
$$

gives the transformation appropriate to a line-charge at $z=a$.
Also we notice that

$$
W=\log \frac{z-a}{z+a}
$$

gives a field equivalent to the superposition of the fields given by

$$
W=\log (z-a) \text { and } W=-\log (z+a)
$$

This transformation is accordingly that appropriate to two equal and opposite line-charges along the parallel lines $z=a$ and $z=-u$.

This last transformation gives $U=0$ when $x=0$, so that it gives the transformation for a line-charge in front of a parallel infinite plane.

General Methods.

## I. Unicursal Curves.

319. Suppose that the coordinates of a point on a conductor can be expressed as real functions of a real parameter, which varies as the point moves over the conductor, in such a way that the whole range of variation of the parameter just corresponds to motion over the whole conductor. In other words, suppose that the coordinates $x, y$ can be expressed in the form

$$
x=f(p), \quad y=F(p),
$$

and that all real values of $p$ give points on the conductor, while, conversely, all points on the conductor correspond to real values of $p$.

Then the transformation

$$
\begin{equation*}
z=f(W)+i F(W) \tag{235}
\end{equation*}
$$

will give $V=0$ over the conductor. For on putting $V=0$ in equation (235) we obtain
so that

$$
a+i y=f(U)+i F(U),
$$

and by hypothesis the elimination of $U$ will lead to the equation of the conductor.
320. For example, consider the parabola (referred to its focus as origin),

$$
y^{2}=4 a(x+a) .
$$

We can write the courdinates of any point on this parabola in the form

$$
a+a=a m^{2}, \quad y=2 a m,
$$

and the transformation is seen to be
or

$$
\begin{gathered}
s=a W^{3}-a+2 a i W=a(W-i)^{2}, \\
W-i=\left(\frac{z}{a}\right)^{\frac{1}{2}}:
\end{gathered}
$$

agreeing with that which has already been seen in $\S 317$ to give a parabola as a possible equipotential.
321. As a second example of this method, let us consider the ellipse

$$
\frac{a^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1 .
$$

The coordinates of a point on the ellipse may be expressed in the form

$$
x=a \cos \phi, \quad y=b \sin \phi
$$

and the transformation is seen to be

$$
s=a \cos W+i b \sin W
$$
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We can take $a=c \cosh a, b=c \sinh a$, where $c^{3}=a^{2}-b^{2}$, and the transformation becomes

$$
z=c \cos (W+i x)=c \cos \{U+i(V+a)\} .
$$

The same transformation may be expressed in the better known form

$$
z=c \cosh W .
$$

The equipotentials are the confocal ellipses

$$
\frac{x^{2}}{a^{2}+\lambda}+\frac{y^{2}}{b^{2}+\lambda}=1,
$$

while the lines of force are confocal hyperbolic cylinders. On taking $\nabla$ as the potential, we get a field in which the equipotentials are confocal hyperbolic cylinders.

## II. Schwarz's Transformation.

322. Schwarz has shewn how to obtain a transformation in which one equipotential can be any linear polygon.

At any angle of a polygon it is clear that the property that small elements remain unchanged in shape can no longer hold. The reason is easily seen to be that the modulus of transformation is either infinite or zero (cf. figs. 24 and 25, p. 61). Thus, at the angles of any polygon,

$$
\frac{d W}{d z}=0 \text { or } \infty .
$$

The same result is evident from electrostatic considerations. At an angle of a conductor, the surface-density $\sigma$ is either infinite or zero ( $\S 70$ ), while we have the relation (§313),

$$
\sigma=\frac{R}{4 \pi}=\frac{1}{4 \pi}\left|\frac{d W}{d z}\right| .
$$

Let us suppose that the polygon in the $z$-plane is to correspond to the line $V=0$ in the $W$-plane, and let the angular points correspond to

$$
\begin{array}{lll}
U=u_{1}, & U=u_{2}, & \text { etc. } \\
W=u_{1}, & W=u_{2}, & \text { etc. },
\end{array}
$$

Then, when
$\frac{d z}{d} \bar{W}$ must either vanish or become infinite. We must accordingly have

$$
\frac{d z}{d W}=F\left(W-u_{1}\right)^{\lambda_{1}}\left(W-u_{2}\right)^{u_{4}} \ldots \ldots \ldots \ldots \ldots . .(236)
$$

where $\lambda_{1}, \lambda_{2}, \ldots$ are numbers which may be positive or negative, while $F$ denotes a function, at present unknown, of $W$.

Suppose that, as we move along the polygon, the values of $O$ at the angular points occur in the order $u_{1}, u_{2}, \ldots$. Then, on passing along the side of the polygon whi $\cdot \mathrm{h}$ joins the two angles $U=u_{1}, U=u_{2}$, we pass along a range for which $V=0$, and $u_{1}<U<u_{2}$. Thus, along this side of the polygon, $W-u_{1}, W-u_{2}, W-u_{3}$, etc. are real quantities, positive or negative, which retain the same sign along the whole of this edge. It fullows that, as we pass along this edge, the change in the value of $\arg \left(\frac{d z}{d W}\right)$, as given by equation (236), is equal to the change in arg $F$, the arguments of the factors

$$
\left(W-u_{1}\right)^{\lambda_{1}}\left(W-u_{2}\right)^{\lambda_{1}} \ldots
$$

undergoing no change.
Now $\arg \left(\frac{d z}{d} \tilde{W}\right)$ measures the inclination of the axis $V=0$ to the edge of the polygon at any point, so that if the polygon is to be rectilinear, this must remain constant as we pass along any edge. It follows that there must be no change in arg $F$ as we pass along any side of the polygon.

This condition can be satisfied by supposing $F$ to be a pure numerical constant. Taking it to be real, we have, from equation (236),

$$
\arg \left(\frac{d z}{d W}\right)=\lambda_{1} \arg \left(W-u_{1}\right)+\lambda_{2} \arg \left(W-u_{3}\right)+\ldots \ldots . .(237) .
$$

On passing through the angular point at which $W=u_{2}$, the quantities $W-u_{1}, W-u_{3}$, etc. remain of the same sign, while the single quantity $W-u_{2}$ changes sign. Thus arg ( $W-u_{2}$ ) increases by $\pi$, whence, by equation (237), $\arg \left(\frac{d z}{d W}\right)$ increases by $\lambda_{2} \pi$.

The axis $V=0$ does not turn in the $W$-plane on passing through the value $W=u_{3}$, while $\arg \left(\frac{d z}{d W}\right)$ measures the inclination of the element of the polygon in the $z$-plane to the corresponding element of the axis $V=0$ in the $W$-plane.

Hence, on passing through the value $W=u_{2}$, the perimeter of the polygon in the $z$-plane must turn through an angle equal to the increase in $\arg \left(\frac{d z}{d W}\right)$, namely $\lambda_{2} \pi$, the direction of turning being from $O x$ to $O y$. Thus $\lambda_{1} \pi, \lambda_{2} \pi, \ldots$ must be the exterior angles of the polygon, these being positive when the polygon is convex to the axis $O x$. Or, if $a_{1}, \alpha_{2}, \ldots$ are the interior angles, reckoned positive when the polygon is concave to the axis of $x$, we must have

$$
\lambda_{1}=\frac{a_{1}}{\pi}-1, \text { etc. }
$$

Thus the transformation required for a polygon having internal angles $a_{1}, a_{2}, \ldots$ is

$$
\begin{equation*}
\frac{d z}{d W}=C\left(W-u_{1}\right)^{\frac{a_{1}}{T^{2}}-1}\left(W-u_{2}\right)^{\frac{9}{\pi}-1} \tag{238}
\end{equation*}
$$

where $u_{1}, u_{2}, \ldots$ are real quantities, which give the values of $U$ at the angular points.
323. As an illustration of the use of Schwarz's transformation, suppose the conducting system to consist of a semi-infinite plane placed parallel to an infinite plane.

In fig. 90 , let the conductor be supposed to be a polygon $A B C D E$, which is described by following the dotted line in the direction of the arrows. The points $A, B, C, E$ are all supposed to be at infinity, the points $B$ and $C$ coinciding. Let us take $A$ to be $W=-\infty, B$ or $C$ to be $W=0, D$ to be $W=1$ and $E$ to be $W=+\infty$. The angles of the polygon are zero at ( $B C^{\prime}$ ) and $2 \pi$ at $D$. Thus the transformation is

$$
\frac{d z}{d W}=C \frac{W-1}{W}
$$

giving upon integration

$$
\begin{equation*}
\varepsilon=C\{W-\log W+D\} \tag{239}
\end{equation*}
$$

where $C, D$ are constants of integration which may be obtained from the
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condition that the two planes are to be, say, $y=0$ and $y=h$. From these conditions we obtain $C=\frac{h}{\pi}, D=i \pi$, so that the transformation is

$$
\begin{equation*}
z=\frac{h}{\pi}\{W-\log W+i \pi\} \tag{240}
\end{equation*}
$$

On replacing $z, W$ by $-z,-W$, the transformation assumes the simpler form

$$
z=\frac{h}{\pi}(W+\log W)
$$

## III. Successive Transformations.

324. If $\zeta=\phi(z), W=f(\zeta)$ are any two transformations, then by elimination of $\zeta$, a relation

$$
\begin{equation*}
W=F(z) \tag{242}
\end{equation*}
$$

is obtained, which may be regarded as a new transformation.
We may regard the relation $\zeta=\phi(z)$ as expressing a transformation from the $z$-plane into a $\zeta$-plane, while the second relation $W=f(\zeta)$ expresses a further transformation from the $\zeta$-plane into a $W$-plane. Thus the final transformation (242) may be regarded as the result of two successive transformations.

Two uses of successive transformations are of particular importance.
325. Conductor influenced by line-charge. The transformation

$$
W=\log \frac{\zeta-a}{\zeta+a}
$$

gives, as we have seen ( $(318)$ the solution when a line-charge is placed at $\zeta=a$ in front of the plane represented by the real axis of $\zeta$. Let the further transformation $\zeta=f(z)$ transform the real axis of $\zeta$ into a surface $S$, and the point $\zeta=a$ into the point $z=z_{0}$, so that $a=f\left(z_{0}\right)$. Then the transformation

$$
W=\log _{f}^{f(z)-f\left(z_{0}\right)} \frac{f\left(z\left(z_{0}\right)\right.}{(z)}
$$

gives the solution when a line-charge is placed at $z=z_{0}$ in the presence of the surface $S$. In this transformation it must be remembered that $U$, and not $V$, is the potential (cf. § 318).
326. Conductors at different potentials. Let us suppose that the transformation $\zeta=\phi(z)$ transforms a conductor into the real axis of $\zeta$. The further transformation $W=C+D \log \zeta(\S 318)$ will give the solution when the two parts of this plane on different sides of the origin are raised to different potentials $C$ and $C+\pi D$.

Thus the transformation obtained by elimination of $\zeta$, namely

$$
W=C+D \log \phi(z),
$$

will transform two parts of the same conductor into two parallel planes, and so will give the solution of a problem in which two parts of the same conductor are raised to different potentials.

## Examples of the use of Conjugate Functions.

327. Two examples of practical importance will now be given to illustrate the use of the methods of conjugate functions.

## Example I. Parallel Plate Condenser.

328. The transformation

$$
z=\frac{h}{\pi}(\zeta-\log \zeta+i \pi)
$$

has been found to transform the two plates in fig. 90 intn the positive and negative parts of the real axis of $\zeta$. The further transformation $W=\log \zeta$ gives the solution when these two parts of the real axis of $\zeta$ are at potentials 0 and $\pi$ respectively ( $\$ 326$ ).

Thus the transformation obtained by the elimination of $\zeta$, namely

$$
\begin{equation*}
z=\frac{h}{\pi}\left(e^{W}-W+i \pi\right) \tag{243}
\end{equation*}
$$

will transform the two planes of fig. 90 -one infinite and one semi-infiniteinto two infinite parallel planes. Thus equation (24.3) gives the transformation suitable to the case of a semi-infinite plane at distance $h$ from a parallel infinite plane, the potential difference being $\pi$.

By the principle of images it is obvious that the distribution on the upper plate is the same as it would be if the lower plate were a semiinfinite plane at distance $2 h$ instead of an infinite plane at distance $h$. The equipotentials and lines of furce for either problem are shewn in fig. 91.

Separating real and imaginary parts in equation (243),

$$
\begin{aligned}
& x=\frac{h}{\pi}\left(e^{J} \cos V-U\right) \\
& y=\frac{h}{\pi}\left(e^{U} \sin V-V+\pi\right)
\end{aligned}
$$

Thus the equipotential $V=0$ is the line $y=h$, the equipotential $V=\pi$ is the line $y=0$.
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On the former equipotential, the relation between $x$ and $\bar{U}$ is

$$
\begin{equation*}
x=\frac{h}{\pi}\left(e^{U}-U\right) \tag{244}
\end{equation*}
$$

When $U=-\infty, x=+\infty$; as $U$ increases, $x$ decreases until it reaches a minimum value $x=h / \pi$ when $U=0$; and as $U$ further increases through positive values $x$ again increases, reaching $x=\infty$ when $U=+\infty$. Thus as $U$ varies while $V=0$, the path described is the path $P Q R$ in fig. 91.

The intensity at any point is

$$
R=\left|\frac{d W}{d z}\right|=\frac{\pi}{h\left|e^{W}-1\right|}
$$

At a point on the equipotential $V=0$, the surface-density is

$$
\sigma=\frac{R}{4 \pi}=\frac{1}{4 h\left(e^{U}-1\right)}
$$

At $P, \sigma=-\infty$, so that $\sigma=\frac{1}{4 h}$; as we approach $Q, \sigma$ increases and finally becomes infinite at $Q$, while after passing $Q$ and moving along $Q R$, the upper side of the plate, $\sigma$ decreases, and ultimately vanishes to the order of $e^{-\boldsymbol{J}}$.

The total charge within any range $U_{1}, U_{2}$ is, by equation (233),

$$
\frac{1}{4 \pi}\left(U_{1}-U_{1}\right) .
$$

It therefore appears that the total charge on the upper part of the plate $Q R$ is infinite.

Let us, however, consider the charges on the two sides of a strip of the plate of width $l$ from $Q$, i.e. the strip between $x=h / \pi$ and $x=l+h / \pi$. The two values of $U$ corresponding to the points in the upper and lower faces at which this strip terminates, are from equation (244) the two real roots of

$$
\begin{equation*}
l+\frac{h}{\pi}=\frac{h}{\pi}\left(e^{0}-U\right) \tag{245}
\end{equation*}
$$

Of these roots we know that one, say $U_{1}$, is negative and the other ( $U_{2}$ ) is positive. If $l$ is large, we find that the negative root $U_{1}$ is, to a first approximation, equal to

$$
-\frac{\pi}{h}\left(l+\frac{h}{\pi}\right)
$$

and this is its actual value when $l$ is very large. Thus the charge on the lower plate within a large distance $l$ of the edge is

$$
\frac{h}{4}\left(l+\frac{h}{\pi}\right)
$$

and therefore the disturbance in the distribution of electricity as we approach $Q$ results in an increase on the charge of the lower plate equal to what would be the charge on a strip of width $h / \pi$ in the undisturbed state.

If $l$ is large the positive root of equation (245) is

$$
U_{2}=\log \left(1+\frac{l \pi}{h}\right),
$$

so that the total charge on a strip of width $l$ of the upper plate approximates, when $l$ is large, to

$$
\frac{1}{4 \pi} \log \left(1+\frac{l \pi}{h}\right)
$$

Thus although the charge on the upper plate is infinite, it vanishes in comparison with that on the lower plate.

Example II.' Bend of a Leyden Jar.
329. The method of conjugate functions enables us to approximate to the correction required in the formula for the capacity of a Leyden Jar, on account of the presence of the sharp bend in the plates.
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As a preliminary, let us find the capacity of a two-dimensional condenser formed of two conductors, each of which consists of an infinite plate, bent into an L-shape, the two L's being fitted into one another as in fig. 92.

Let us assume the five points $A, B,(C D), E, F$ to be $\zeta=-\infty,-a, 0$, $+b,+\infty$ respectively, and let us for convenience suppose the potential difference which occurs on passing through the value $\zeta=0$ to be $\pi$. Then the transformation is

$$
\frac{d z}{d \zeta}=A(\zeta+a)^{-\frac{1}{2}} \zeta^{-1}(\zeta-b)^{\frac{1}{2}},
$$

where $W=\log \zeta(c f . \S 326)$.
To int? ${ }_{6}$ late, we put $u=(\zeta+a)^{-\frac{1}{2}}(\zeta-b)^{\frac{1}{2}}$, and obtain

$$
\begin{align*}
z & =A \int \frac{d \zeta}{\zeta} \sqrt{\frac{\zeta-\bar{b}}{\zeta+a}}=A \int u d \log \left(\frac{b+a u^{2}}{1-u^{2}}\right) \\
& =-2 A \sqrt{\frac{\bar{b}}{a} \tan ^{-1} \sqrt{\frac{a}{b}} u+A \log \frac{1+u}{1-u}+C} \tag{246}
\end{align*}
$$

where $C$ is a constant of integration.
To make $C$ vanish, we must have $z=0$ when $u=0$, i.e. at the point $E$. We shall accordingly take $E$ as origin, so that $C=0$.

At $B$, we now have $\zeta=-a, u=\infty$, and therefore

$$
\varepsilon= \pm \pi A \sqrt{\frac{\bar{b}}{a}} \pm i \pi A
$$

Thus the distances between the pairs of arms are $\pi \sqrt{\frac{b}{a}} A$ and $\pi A$ respectively.

Let $P$ be any point in $E F$ which is at a distance from $E$ great compared with $E B$. Let the value of $\zeta$ at $P$ be $\zeta_{P}$, so that $\zeta_{P}$ is positive and greater than $b$.

We have $W=U+i V=\log \zeta$, so that along the conductor $F E D, V=0$ and $U=\log \zeta$.

The total charge per unit width on the strip $E P$ is, by formula (233),

$$
\begin{equation*}
\int_{B}^{P} \sigma d S=\frac{1}{4 \pi}\left(U_{P}-U_{X}\right)=\frac{1}{4 \pi}\left(\log \zeta_{P}-\log b\right) \tag{247}
\end{equation*}
$$

If $P$ is far removed from $E$, the value of $\zeta_{P}$ is very great, and since

$$
\begin{equation*}
\zeta=\frac{a u^{2}+b}{1-u^{2}} \tag{248}
\end{equation*}
$$

the value of $u^{2}$ will be nearly equal to unity at $P$.
From equation (246),

$$
z=-2 A \sqrt{\frac{\bar{b}}{a}} \tan ^{-1} \sqrt{\frac{a}{b}} u+2 A \log (1+u)-A \log \left(1-u^{2}\right),
$$

so that

$$
\log \left(1-u^{2}\right)=2 \log (1+u)-2 \sqrt{\frac{\bar{b}}{u}} \tan ^{-1} \sqrt{\frac{\bar{a}}{b}} u-\frac{z}{A} \ldots .(249),
$$

in which the terms $\log \left(1-u^{2}\right),-z / A$, are large at $P$ in comparison with the others. Again, from equation (248), we have

$$
\begin{equation*}
\log \zeta=\log \left(a u^{2}+b\right)-\log \left(1-u^{2}\right) \tag{250}
\end{equation*}
$$

in which $\log \zeta, \log \left(1-u^{2}\right)$ are large at $P$, in comparison with the term $\log \left(a u^{2}+b\right)$. Combining equations (249) and (250),

$$
\begin{equation*}
\log \zeta=\log \left(a u^{2}+b\right)-2 \log (1+u)+2 \sqrt{\frac{\bar{b}}{c}} \tan ^{-1} \sqrt{\frac{i}{b}} u+\frac{z}{A} \tag{251}
\end{equation*}
$$

in which the terms $\log \zeta$ and $\frac{z}{A}$ are large at $P^{\prime}$ in comparison with the other terms. At $P$ we may put $u=1$ in all terms except $\log \zeta$ and $z / A$, and obtain as an approximation

$$
\log \zeta_{P}=\log (a+b)-2 \log 2+2 \sqrt{\frac{b}{a} \tan ^{-1} \sqrt{\frac{a}{b}}+\frac{z_{P}}{A}}
$$

The value of $z_{P}$ is of course $x_{P}+i y_{P}$, or $E P$. Thus, from the equation just obtained, equation (247) may be thrown into the form

$$
\begin{aligned}
\int_{E}^{P} \sigma d s & =\frac{1}{4 \pi}\left(\log \zeta_{P}-\log b\right) \\
& =\frac{1}{4 \pi}\left\{\log \left(1+\frac{a}{b}\right)-2 \log 2+2 \sqrt{\frac{\bar{b}}{a}} \tan ^{-2} \sqrt{\frac{a}{b}}+\frac{E P}{A}\right\} \ldots(252) .
\end{aligned}
$$

If the lines of force were not disturbed by the bend, we should have

$$
\int_{E}^{P} \sigma d s=\frac{1}{4 \pi}\left(\frac{E P}{A}\right)
$$

Equation (252) shews that $\int_{E}^{P} \sigma d s$ is greater than this, by an amount

$$
\begin{equation*}
\frac{1}{4 \pi}\left\{\log \left(1+\frac{a}{b}\right)-2 \log 2+2 \sqrt{\frac{\bar{b}}{a}} \tan ^{-1} \sqrt{\frac{a}{b}}\right\} \tag{253}
\end{equation*}
$$

Let us denote the distances between the plates, namely $\pi A \sqrt{\frac{b}{a}}$ and $\pi A$, by $h$ and $k$ respectively, so that $\sqrt{\frac{b}{a}}=\frac{h}{k}$. Expression (253) now becomes

$$
\frac{1}{4 \pi}\left\{\log \frac{h^{2}+k^{2}}{4 h^{2}}+2 \frac{h}{k} \tan ^{-1} \frac{k}{h}\right\},
$$

so that the charge on the plate $E P$ is the same as it would be in a parallel plate condenser in which the breadth of the strip was greater than $E P$ by

$$
\frac{1}{\pi}\left\{k \log \frac{h^{2}+h^{2}}{4 h^{2}}+2 h \tan ^{-1} \frac{k}{h}\right\} .
$$

When $h=k$, this becomes

$$
\frac{h}{\pi}\left(\frac{\pi}{2}-\log _{e} 2\right) \text { or } \cdot 279 h
$$

## Multiple-valued Potentiais.

330. There are many problems to which mathematical analysis yields more than one solution, although it may be found that only one of these solutions will ultimately satisfy the aclual data of the problem. In such a case it will often be of interest to examine what interpretation has to be given ${ }^{+} r$, the rejected solutions.

The problem of determining the potential when the boundary conditions are given is not of this class, for it has already been shewn ( $\$ 186-188$ ) that, sulject to specificd boundary conditions, the termination of the potential is absolutely unicue. But it may happen that, in searching for the required solution, we come upon a multiple-valued solution of Laplace's equation. Only one value can satisfy the boundary conditions, but the interpretation of the other values is of interest, and in this way we arrive at the study of multiple-valued potentials.

Conjugnte Functions on a Riemann's Surface.
331. An obvious case of a multiple-valued potential arises from the conjugate function transformation

$$
W=\phi(z)
$$

when $\phi$ is not a single-valued function of 2 . Such cases have already occurred in $\S \$ 317,320,323$, etc.

The meaning of the multiple-valued potential becomes clear as soon as we construct a Riemann's surface on which $\phi(z)$ can be represented as a single-valued function of position. One point on this Remann's surface must now correspond to each value of $W$, and therefore to each point in the $W$-plane. Thus we see that the transformation (254) transforms the complete $W$-plane into a complete Riemann's surface. Corresponding to a given value of $z$ there may be many values of the potential, but these values will refer to the different sheets of the Riemann's surface. If any region on this surface is selected, which does not contain any branch points or lines, we can regard this region as a renl two-dimensional region, and the corresponding value of the potential, as given by equation (254), will give the solution of an electrostatic problem.
332. To illustrate this by a concrete case, consider the transformation

$$
W=z^{\frac{1}{2}} \ldots \ldots . . . . . . . . . . . . . . . . . . . . . . . . .(255),
$$
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which has already been considered in § 317. The Riemann's surface appropriate for the representation of the two-valued function $z^{\frac{1}{2}}$ may be supposed to be a surface of two infinite sheets connected along a branch line which extends over the positive half of the real axis of $z$.

To regard this surface as a deformation of the $W$-plane, we must suppose that a slit is cut along the line $O B$ (fig. 93) in the $W$-plane, and that the
two edges of the slit are taken and turned so that the angle $2 \pi$, which they originally enclosed in the $W$-plane, is increased to $4 \pi$, after which the edges are again joined together.

The upper sheet of the Riemann's surface so formed will now represent the upper half of the $W$-plane, while the lower sheet will represent the lower half. Two points $P_{1}, P_{2}$, which represent equal and opposite values of $W$, say $\pm W_{0}$, will (by equation (255)) be represented by points at which $z$ has the same value; they are accordingly the two points on the upper and lower sheet respectively for which $z$ has the value $W_{0}^{2}$.

A circular path pqrs surrounding $O$ in the $W$-plane becones a double circle on the $z$-surface, one circle being on the upper sheet and one on the lower, and the path being continuous since it crosses from one sheet to the other each time it meets the branch-line.

A line $\alpha \beta$ in the upper half of the $W$-plane becomes, as we have seen, a parabola $\alpha \beta$ on the upper sheet of the $z$-surface. Similarly a line $\alpha^{\prime} \beta^{\prime}$ in the lower half of the $W$-plane will become a parabola $\alpha^{\prime} \beta^{\prime}$ on the lower sheet of the $z$-surface. The space outside the parabola $\alpha \beta$ on the upper sheet of the $z$-surface transforms into a space in the $W$-plane bounded by the line $\alpha \beta$ and the line at infinity. Consequently the transformation under consideration gives the solution of the electrostatic problem, in which the field is bounded only by a conducting parabola and the region at infinity. The same is not true of the space inside the parabola $\alpha \beta$, for this transforms into a space in the $W$-plane bounded by both the line $\alpha \beta$ and the axis $A O B$. It is now clear that the transformation has no application to problems in which the electrostatic field is the space inside a parabolia

In general it will be seen that two points, which are close to one another on one sheet of the $z$-surface, but are on opposite sides of a branch-line, will transform into two points which are not adjacent to one another in the $W$-plane, and which therefore correspond to different potenticls. Consequently we cannot solve a problem by a transformation which requires a branch-line to be introduced into that part of the Riemann's surface which represents the electrostatic field.

## Images on a Riemann's Surfuce.

333. In the theory of electrical images, a system of imaginary charges is placed in a region which does not form part of the actual electrostatic field. When a two-dimensional problem is solved by a conjugate function transformation, the electrostatic field must, as we have seen, be represented by a region on a single sheet of the corresponding Riemann's surface, and this region must not be broken by branch-lines. The same, however, is not true of the part of the field in which the imaginary images are placed, for this
may be represented by a region on one of the other sheets of the Riemann's surface.

To take the simplest possible illustration, suppose that in the $\zeta$-plane we have a line-charge $e$ along the line represented by the point $P$, in front of

the uninsulated conducting plane represented by the real axis $A B$. The solution, as we know, is obtained by placing a charge $-e$ at the point $P^{\prime}$, which is the image of $P$ in $A O B$. The value of the potential $(U)$ is given, as in § 318, by

$$
U+i V=A \log \frac{\zeta-\zeta_{P}}{\zeta-\zeta_{P}} .
$$

Let us now transform this solution by means of the transformation

$$
\begin{equation*}
\zeta=2^{\frac{1}{2}} \tag{256}
\end{equation*}
$$

The conducting plane $A O B$ transforms into a somi-infinite plane $O B$, which may be taken to coincide with the branch-line of the Riemann's surfice. The charge $e$ at $P$ becomes a charge at a point $P$ on the upper sheet of the surface, while the image at $P^{\prime}$ becomes a charge at a point $P^{\prime}$ on the lower sheet. Thus we can replace the semi-infinite conductor $O B$ in the $z$-plane by an image at a point $P^{\prime}$ on the lower sheet of a Riemann's surface, and we obtain the field due to a line-charge and a semi-infinite conductur in an ordinary two-dimensional space.

From the transformation us d, the potential is found to be given by

$$
J+i V=A \log \begin{gathered}
\sqrt{\bar{z}}-\sqrt{i} \\
\sqrt{z}-\sqrt{z}-\vec{a}
\end{gathered},
$$

in which $U$ is the potential, $z=a$ is the point ( $a, a$ ) on the upper shect, and $z=-a$ is the image on the lower sheet.

In calculating a potential on a Riemann's surficc, we must not assume the potential of a line-charge $e$ at the point $(a, a)$ to be

$$
\text { C - } 2 e \log R \text {................................(2.57), }
$$

where $R$ is the distance from the point ( $a, a$ ). In fact, this potential would obviously have an infinity both at the point ( $(0, a)$ on the upper sheet, and also at the point ( $a, a$ ) on the lower sheet, and $O$ would be the potential of two line-charges, one at the point ( $a, a$ ) on each sheet.

The appropriate potential-function for a single charge can easily be found.

As in the problem just discussed, it is clear that the potential due to the single line-charge at ( $a, \alpha$ ) on the upper sheet is the value of $U$ given by

$$
\begin{aligned}
U+i V & =C+A \log (\sqrt{\varepsilon}-\sqrt{a}) \\
& =C+A \log \left(r^{\frac{i}{2}} e^{\frac{i \theta}{2}}-a^{\frac{1}{2}} e^{\frac{i a}{2}}\right) \\
& =C+A \log \left\{\left(\sqrt{r} \cos \frac{\theta}{2}-\sqrt{a} \cos \frac{\alpha}{2}\right)+i\left(\sqrt{r} \sin \frac{\theta}{2}-\sqrt{a} \sin \frac{\alpha}{2}\right)\right\},
\end{aligned}
$$

so that

$$
\begin{aligned}
U & =C+\frac{1}{2} A \log \left\{\left(\sqrt{r} \cos \frac{\theta}{2}-\sqrt{a} \cos \frac{a}{2}\right)^{2}+\left(\sqrt{r} \sin \frac{\theta}{2}-\sqrt{a} \sin \frac{a}{2}\right)^{2}\right\} \\
& =C+\frac{1}{2} A \log \left\{r-2 \sqrt{a r} \cos \frac{1}{2}(\theta-a)+a\right\},
\end{aligned}
$$

and if this is to be the potential due to a line-charge $\theta$, it is clear, on examining the value of $U$ near the point ( $a, \alpha$ ), that the value of $A$ must be $-2 e$. Thus the potential function must be

$$
\begin{equation*}
C-e \log \left\{r-2 \sqrt{a r} \cos \frac{1}{2}(\theta-\alpha)+a\right\} . \tag{258}
\end{equation*}
$$

instead of that given by expression (257), namely,

$$
\begin{equation*}
C-e \log \left\{a^{a}-2 a r \cos (\theta-a)+a^{2}\right\} \tag{259}
\end{equation*}
$$

It will be noticed that both expressions are single-valued for given values of $(r, \theta)$, but that for a given value of $z$, expression (258) has two values, corresponding to two values of $\theta$ differing by $2 \pi$, while expression (259) has only one value. Or, to state the same thing in other words, the expression (259) is puriodic in $\theta$ with a period $2 \pi$, whle expression (258) is periodic with a period $4 \pi$.

## l'otential in a Riemenn's Spuce.

334. Sommerfeld* has extended these ideas so as to provide the solution of problems in three-dimensional space.

His method rests on the determination of a multiple-valued potential function, the function being capable of representation as a single-valued function o! position in a "Riemann's space," this space being an imaginary space which bears the same relation to real three-dimensional space as a Riemann's surface bears to a plane.
335. The best introduction to this method will be found in a study of the simplest possible example, and this will be obtained by considering the three-dimensional problem analogous to the two-dimensional problem already discussed in § 333.

[^9]We suppose that we have a single point-charge in the presence of an uninsulated conducting semi-infinite plane bounded by a straight edge. Let us take cylindrical coordinates $r, \theta, z$, taking the edge of the plane to be $r=0$, the plane itself to be $\theta=0$, and the plane through the charge at right angles to the edge of the conductor to be $z=0$. Let the coordinates of the point-charge be $a, \alpha, 0$.

The Riemann's space is to be the exact analogue of the Riemann's surface described in $\S 332$. That is to say, it is to be such that one revolution round the line $r=0$ takes us from one "sheet" to the other of the space, while two revolutions bring us back to the starting-point. Thus, for a function to be a single-valued function of position in this space, it must be a periodic function of $\theta$ of period $4 \pi$.

Let us denote by $f(r, \theta, z, a, \alpha, 0)$ a function of $r, \theta$, and $z$ which is to satisfy the following conditions:
(i) it must be a solution of Laplace's equation:
(ii) it must be a continuous and single-valued function of position in the Riemann's space;
(iii) it must have one and only one infinity, this being at the point $a, a, 0$ on the first "sheet" of the space, and the function approximating near the point to the function $\frac{1}{R}$, where $R$ is the distance from this point;
(iv) it must vanish when $r=\infty$.

It can be shewn, by a method exactly similar to that used in § 186, that there can be only one function satisfying these conditions. Hrnce the function $f(r, \theta, z, a, a, 0)$ can be uniquely determined, and when found it will be the potential in the Riemann's space of a point-charge of unit strength at the point $a, a, 0$.

Consider now the function

$$
\begin{equation*}
f(r, \theta, z, a, a, 0)-f(r, \theta, z, a,-a, 0) \tag{260}
\end{equation*}
$$

which is of course the potential of equal and opposite point-charges at the point $a, a, 0$, and at its image in the plane $\theta=0$, namely, the point $a,-a, 0$.

This function, by conditions (i) and (iv), satisfies Laplace's equation and vanishes at infinity. On the first sheet of the surface, on which a varics from 0 to $2 \pi$ (or from $4 \pi$ to $6 \pi$, etc.), it has only one infinity, namely, at $a, a, 0$, at which it assumes the value $\frac{1}{R}$.

From the conditions which it satisfies, the function $f(r, \theta, z, a, a, 0)$ must clearly involve $\theta$ and $\alpha$ only through $\theta-\alpha$, and must moreover be an even function of $\theta-\alpha$. It follows that, when $\theta=0$, expression (260) vanishes.

Again, since the function $f$ is periodic in $\theta$ with a period $2 \pi$, it follows that, when $\theta=-2 \pi$, expression (260) may be written in the form

$$
f(r, 2 \pi, z, a, a, 0)-f(r,-2 \pi, z, a,-\alpha, 0),
$$

and this clearly vanishes. Thus expression (260) vanishes when $\theta=0$ and when $\theta=2 \pi$. That is to say, it vanishes on both sides of the semi-infinite conducting plane.

It is now clear that expression (260) satisfies all the conditions which have to be satisfied by the potential. The problem is accordingly reduced to that of the determination of the function $f(r, \theta, z, a, a, 0)$.
336. Let us write

$$
r=e^{\rho}, \quad a=e^{\rho^{\prime}},
$$

then the distance $R$ from $r, \theta, z$ to $a, \alpha, 0$ is given by

$$
\begin{aligned}
R^{2} & =r^{2}-2 \operatorname{arcos}(\theta-\alpha)+a^{2}+z^{2} \\
& =2 \operatorname{ar}\left\{\cos i\left(\rho-\rho^{\prime}\right)-\cos (\theta-\alpha)\right\}+z^{2} .
\end{aligned}
$$

Take new functions $R^{\prime}$ and $f(u)$ given by

$$
\begin{gathered}
R^{\prime 2}=2 a r\left\{\cos i\left(\rho-\rho^{\prime}\right)-\cos (\theta-u)\right\}+x^{2}, \\
f(u)=\frac{i e^{i u}}{e^{1 u}-e^{14}} .
\end{gathered}
$$

The function $f(u)$ has infinities when $u=a, \alpha \pm 2 \pi, a \pm 4 \pi, \ldots$, its residue being unity at each infinity. Also, when $u=\alpha$, the value of $R^{\prime}$ becomes $R$. Hence the integral

$$
\begin{equation*}
\int \frac{1}{R^{\prime}} f(u) d u \tag{261}
\end{equation*}
$$

where the integral is taken round any closed contour in the $u$-plane which surrounds the value $u=\alpha$, but no other of the infinities of $f(u)$, will have as its value $2 i \pi \times \frac{1}{R}$. We accordingly have

$$
\begin{equation*}
\frac{1}{R}=\frac{1}{2 \pi} \int \frac{1}{R^{\prime}} e^{-e^{i u L}-e^{i \pi}} d u . \tag{262}
\end{equation*}
$$

The integral just found gives a form for the potential function in ordinary space which, as we shall now see, can easily be modified so as to give the potential function in the Riemann's space which we are now considering.

We notice first that $\frac{1}{R^{\prime}}$, regarded as a function of $r, \theta$, and $z$, is a solution of Laplace's equation, whatever value $u$ may have. Hence the integral (261) will be a solution of Laplace's equation for all values of $f(u)$, for each term of the integrand will satisfy the equation separately.

If we talke

$$
f(u)=\frac{1}{2} \frac{i e^{\frac{i u}{8}}}{e^{\frac{1 u}{2}}-e^{\frac{1 a}{2}}}
$$

we see that the infinities of $f(u)$ occur when $u=\alpha, \alpha \pm 4 \pi, \alpha \pm 8 \pi$, etc., and the residue at each is unity. Hence, if we take the integral round one infinity only, say $u=\alpha$, the value of

$$
\begin{equation*}
\frac{1}{2 i \pi} \int_{\bar{R}^{\prime}}^{1} f(u) d u \tag{263}
\end{equation*}
$$

will become identical with $\frac{1}{R}$ at the point at which $R^{\prime}=0$. Moreover, expression (263) is, as we have seen, a solution of Laplace's equation: it is seen on inspection to be a single-valued function of position on the Riemann's surface, and to be periodic in $\theta$ with period $4 \pi$. Hence it is the potential-function of which we are in search. Thus

$$
f(r, \theta, z, a, \alpha, 0)=\frac{1}{4 \pi} \int \frac{e^{\frac{i u}{2}}}{\frac{e^{\frac{u}{2}}}{} e^{-\frac{2 a}{2}}} \frac{d u}{\sqrt{r^{2}-2 a r \cos (\theta-u)+a^{2}+z^{2}}} .
$$

The details of the integration can be found in Sommerfeld's paper. The value of the integral is found to be

$$
\begin{gathered}
\frac{1}{R} \frac{2}{\pi} \tan ^{-1} \sqrt{\frac{\sigma+\tau}{\sigma-\tau}}, \\
\tau=\cos \frac{1}{2}(\phi-\alpha), \quad \sigma=\cos \frac{1}{2}(\rho-\rho) .
\end{gathered}
$$

where
Other systems of coordinates can be treated in the same way; details will be found in the papers to which reference has already been made.
337. The present chapter has attempted to give an account of the principal methods available for the solution of electrostatic problems. A few examples have been given of each method, but no attempt has been made to enumerate all the problems which can be solved. The reader who wishes to study particular problems more fully may be referred to the following works:

Sir W. Thomson (Lord Kelvin). Papers on Electricity and Maynetism.
In particular a number of examples of images and inversion will be found here, with numerical calculations.

Maxwell. Electricity and Magnetism. Vol. i. (3rd Edn.).
In Chap. Ix. the theory of spherical harmonics is developed, and the problem of the distribution of electricity on a nearly spherical conductor free in space, as also that on a nearly spherical conductor enclosed in a nearly spherical and nearly concentric condiret. ing vessel, are solvel in detail. The coefficients of capacity and induction of two apherical conductors are investigated by spherical harmonics. Chapter xI. contains eramples of the raethod of images and inversion. Chapter xir. contains a number of examples of conjugate functions, some being of special importance in the theory of electrostatic instruments.

## J. J. Tномson. Recent Researches in Electrinity and Magnetism.

Chapter III. contains important examples of conjugate function transformations. In partucular problems are solved which enable us to estimate the effect on the capacity of a condenser produced by the slit between a guard ring and the noveable plate of the condenser. 'I'ransformations are given which solve the problems of (i) a condenser formed by
two parallel and equal plates of finite breadth; (ii) a condenser formed by two parallel and equal strips placed in the same plane; (iii) a pile of plates; (iv) a system of $2 n$ plates arranged radially at angles $\pi / n$ with one another, alternate plates being at the same potential.

Kirchiofy. Gesammelte abhandlungen.
A formula is given for the capacity of two circular plates of an uniform thickness placed conxially at any distance apart.

## EXAMPLES.

1. An infinite conducting plane at zero potential is under the influence of a charge of electricity at a point 0 . Shew that the charge on any area of the plane is proportional to the angle it subtends at 0 .
2. A charged particle is placed in the space between two uninsulated planes which intersect at right angles. Sketch the sections of the equipotentials made by an imaginary plane through the charged particle, at right angles to the planes.
3. In question 2 , let the particle have a charge $e$, and be equidistant from the planes. Shew that the total charge on a strip, of which one edge is the line of intersection of the planes, and of which the width is equal to the distance of the particle from this line of intersection, is $-\frac{1}{4} e$
4. In question 3, the strip is insulated from the remainder of the planes, these being still to earth, and the particle is removed. Find the potential at the point formerly occupied by the particle, produced by raising the strip to potential $I$.
5. If two infinite plane uninsulated conductors nucet at an angle of $60^{\circ}$, and there is a charge $c$ at a point equidistant from each, and distant $r$ from the line of intersection, find the electrification at any point of the planes. Shew that at a point in a principal plane through the charged point at a distance $r \sqrt{ } 3$ from the line of atersection, the surface density is

$$
-\frac{e}{4 \pi} \bar{r}^{2}\left(\frac{3}{4}+\frac{1}{7 \checkmark^{7} 7}\right) .
$$

6. Two small pith balls, each of mass $m$, are connected by a light insulating rod. The rod is supported by parallel threads, and hangs in a horizontal position in front of an infinite vertical plane at potrntial zero. If the balls when charged with $e$ units of electricity are at a distance $a$ from the plate, equal to half the length of the rod, shew that the inclination $\boldsymbol{\theta}$ of the strings to the vertical is given by

$$
\tan \theta=\frac{e^{2}}{4 m g a^{2}}\left\{1+\frac{1}{2}, 2\right\} .
$$

7. What is the least positive charge that must be given to a spherical conductor, usulated and influenced by an external point-charge $e$ at distance $r$ from its centre, in order that the surface density may be everywhere positive?
8. An uninsulated conducting sphere is under the influence of an external electric charge; find the ratio in which the induced charge is divided between the part of its surface in direct view of the external charge and the remainitg part.
9. A point-charge $e$ is brought near to a spherical conductor of radius $a$ having a charge $E$. Shew that the particle will be repelled by the sphere, unless its distance from the nearest point of its surface is less than $\frac{1}{2} a \sqrt{\frac{\bar{e}}{E}}$, approximately.
10. A hollow conductor has the form of a quarter of a sphere bounded by two perpendicular diametral planes. Find the image of a charge placed at any point inside.
11. A conducting surface consists of two infinite planes which meet at right angles, and a quarter of a sphere of radius $a$ titted into the right angle. If the conductor is at zero potential, and a point-charge $e$ is symmetrically placed with regard to the planes and the spherical surface at a great distance $f$ from the centre, shew that the charge induced on the spherical portion is approximately -5ea ${ }^{3} / \pi f^{3}$.
12. A point-charge is placed in front of an infinite slab of dielectric, bounded by a plane face. The angle between a line of force in the dielectric and the normal to the face of the slab is $a$; the angle between the same troo lines in the immediate neighbourhood of the charge is $\beta$. Prove that $a, \beta$ are connected by the relation

$$
\sin \frac{\beta}{2}=\sqrt{\frac{Q_{k}}{1+\kappa}} \sin \frac{a}{2} .
$$

12. An electrified particle is placed in front of an mfinitely thick plate of dielectric. Strew that the particle is urged towards the plate by a force

$$
\frac{k-1}{k+1} \frac{e^{2}}{4 d^{2}}
$$

where $d$ is the distance of the point from the plate.
14. Two dielectrics of inductive capacities $\kappa_{1}$ and $\kappa_{2}$ are separated by an infinite plane face. Charges $e_{1}, e_{2}$ are placed at points on a line at right angles to the plane, each at a distance $a$ from the plane. Find the forces on the two charges, and explain why they are unequal.
15. Two conductors of capacities $c_{1}, c_{2}$ in air are on the same normal to the plane boundary hetween two dielectrics $\kappa_{1}, \kappa_{2}$, at great distances $a, b$ from the boundary. They are connected by a thin wire and charged. Prove that the charge is distributed between them approximately in the ratio

$$
\kappa_{1}\left\{\frac{1}{c_{2}}-\frac{\kappa_{1}-\kappa_{2}}{2 b\left(\kappa_{1}+\kappa_{2}\right)}-\frac{2 \kappa_{3}}{\left(\kappa_{1}+\kappa_{2}\right)(a+b)}\right\}: \kappa_{2}\left\{\frac{1}{c_{1}}+\frac{\kappa_{1}-\kappa_{2}}{2 a\left(\kappa_{1}+\kappa_{2}\right)}-\frac{2 \kappa_{1}}{\left(\kappa_{1}+\kappa_{2}\right)(a+b)}\right\}
$$

16. A thin plane conducting lamina of any shape and size is under the influence of a fixed electrical distribution on one side of it. If $\sigma_{1}$ be the density of the induced charge at a point $P$ on the side of the lamina facing the fixed distribution, and $\sigma_{2}$ that at the cone enponding point on the other side, prove that $\sigma_{1}-\sigma_{2}=\sigma_{0}$, where $\sigma_{0}$ is the density at $P$ of the distribution induced on an infinite plane conductor coinciding with the lamma.
17. An infinite plate with a hemispherical boss of radius $a$ is at zero potential under the influence of a point-charge $e$ on the axis of the boss distant $f$ from the plate. Find the surface density at any point of the plate, and show that the charge is attracted towards the plate with a force

$$
\frac{e^{2}}{4 f^{4}}+\frac{4 e^{2} a^{3} f^{3}}{\left(f^{1}-a^{4}\right)^{2}}
$$

18. A conductor is formed by the outer surfaces of two equal spheres, the angle between their radii at a point of intersection being $2 \pi / 3$. Shew that the capacity of the conductor so formed is

$$
\frac{5 \sqrt{3}-4}{2 \sqrt{3}} a
$$

where $a$ is the radius of either sphere.
19. Within a spherical hollow in a conductor connected to earth, equal point-charges - are placed at equal distances $f$ from the centre, on the same diameter. Shew that each is acted on by a force equal to

$$
e^{2}\left[\frac{4 a^{3} f^{3}}{\left(a^{4}-f^{4}\right)^{2}}+\frac{1}{4 f^{2}}\right]
$$

20. A hollow sphere of sulphur (of inductive capacity 3) whose inner radius is half its outer is introduced into a uniform field of electric force. Prove that the intensity of the field in the hollow will be less than that of the original field in the ratio $27: 34$.
21. A conducting spherical shell of radius $a$ is placed, insulated and without charge, in a uniform field of electric force of intensity $F$. Shew that if the sphere be cut into two hemispheres by a plane perpendicular to the field, these hemispheres tend to separate and require forces equal to $\frac{9}{10} a^{2} F^{2}$ to keep them together.
22. An uncharged insulated conductor formed of two equal spheres of radius $a$ cutting one another at right angles, is placed in a uniform field of force of intensity $F$, with the line joining the centres parallel to the lines of force. Prove that the charges induced on the two spheres are ${ }_{8}^{11} \mathrm{~F}^{2} u^{2}$ and $-\frac{12}{8} \mathrm{Fa}^{2}$.
23. A conducting plane has a hemispherical boss of radius $a$, and at a distance $f$ from the centre of the boss and along its axis there is a point-charge e. If the plane and the boss be kept at zero potential, prove that the charge induced on the boss is

$$
-e\left\{1-\frac{f^{2}-a^{2}}{j \sqrt{f^{2}+a^{2}}}\right\} .
$$

24. A conductor is bounded by the larger portions of two equal spheres of radius $a$ cutting at an angle $\frac{1}{3} \pi$, and of a third sphere of radius o cutting the two former orthogonally. Shew that the capacity of the conductor is

$$
c+a\left(\frac{5}{3}-\frac{3}{3} \sqrt{3}\right)-a c\left\{2\left(a^{2}+c^{2}\right)^{-\frac{1}{2}}-2\left(a^{2}+3 c^{2}\right)^{-\frac{1}{2}}+\left(a^{2}+4 c^{2}\right)^{-\frac{1}{2}}\right\} .
$$

25. A spherical conductor of internal radius $b$, which is uncharged and insulated, surrounds a spherical conductor of radius $a$, the distance between their centres being $c$, which is small. The charge on the inner conductor is $E$. Find the potential function for points between the conductors, and shew that the surface density at a point $P$ on the inner conductor is

$$
\frac{E}{4 \pi}\left(\frac{1}{a^{2}}-\frac{3 c \cos \theta}{b^{3}-a^{3}}\right)
$$

where $\theta$ is the angle that the radius through $P$ makes with the line of centres, and terms in $c^{2}$ are neglected.

26 If a particle charged with a quantity $e$ of electricity be placed at the middle point of the line joining the centres of two equal spherical conductors kept at zero potential, shew that the charge induced on each sphere is

$$
-2 e m\left(1-m+m^{2}-3 m^{3}+4 m^{4}\right),
$$

neglecting higher powers of $m$, which is the ratio of the radius to the distance between the centres of the spheres.
27. Two insulated conducting spheres of radii $a, b$, the distance $c$ of whose centres is large compared with $a$ and $b$, have charges $E_{1}, E_{2}$ respectively. Shew that the potential energy is approximately

$$
\frac{1}{2}\left\{\left(\frac{1}{a}-\frac{b^{\prime}}{c^{4}}\right) E_{1}^{\prime 2}+\frac{2}{c} E_{1}^{\prime} E_{2}^{\prime}+\left(\frac{1}{b}-\frac{a^{3}}{c^{4}}\right) E_{2}^{2}\right\} .
$$

28. Shew that the force between two insulated spherical conductors of radius a placed in an electric field of uniform intensity $F$ perpendicular to their line of centres is

$$
3 F^{2} \frac{a^{6}}{c^{4}}\left(1-\frac{2 a^{3}}{c^{3}}-\frac{8 a^{b}}{a^{3}}+\ldots\right),
$$

$c$ being the distance between their centres.
29. Two uncharged insulated spheres, radii $a, b$, are placed in a uniform field of force so that their line of centres is parallel to the lines of force, the distance $c$ between their centres being great compared with $a$ and $b$. Prove that the sufface density at the point at which the line of centres cuts the first sphere ( $a$ ) is approximately

$$
\frac{F}{4 \pi}\left\{3+\frac{6 b^{3}}{c^{3}}+\frac{15 a b^{3}}{c^{4}}+\frac{28 a^{2} b^{3}}{c^{6}}+\frac{57 a^{3} b^{3}}{c^{6}}+\ldots\right\}
$$

30. A conducting sphere of radius $a$ is embedded in a dielectric ( $K$ ) whose outer boundary is a concentric sphere of radius $2 a$. Shew that if the system be placed in a uniform field of force $F$, equal quantities of positive and negative electricity are separated of amount

$$
\frac{9 F a^{2} K}{5 K+7} .
$$

31. A sphere of glass of radius $a$ is beld in air with its centre at a distance $c$ from a point at which there is a positive charge e. Prove that the resultant attraction is

$$
\frac{1}{2} \beta e^{2} \frac{a^{3}}{c^{3}}\left\{\frac{1+\beta}{c^{2}-a^{2}}+\frac{2 c^{2}}{\left(c^{2}-a^{2}\right)^{2}}-\frac{c}{a^{3}}\left(1-\beta^{2}\right)\left(\frac{a}{c}\right)^{\beta} \int_{0}^{\frac{a}{c}} \frac{x^{2}-\beta d x}{1-x^{2}}\right\}
$$

where $\beta=(K-1) /(K+1)$.
32. A conducting spherical shell of radius $a$ is placed, insulated and without charge, in a unifurm field of force of intensity $F$. Shew that if the sphere be cut into two hemispheres by a plane perpendicular to the field, a force ${ }_{1}^{9} 6 a^{2} F^{2}$ is required to prevent the hemispheres from separating.
33. A spherical shell, of radii $a, b$ and inductive capacity $K$, is placed in a uniform field of force $F$. Shew that the force inside the shell is uniform and equal to

$$
\frac{9 K F}{9 K-2(K-1)^{2}\left(b^{3} / a^{3}-1\right)}
$$

34. The surface of a conductor being one of revolution whose equation is

$$
\frac{4}{r}+\frac{1}{r^{\prime}}=\frac{7}{12}
$$

where $r, r^{\prime}$ are the distances of any point from two fixed points at distance 8 apart, find the electric density at either vertex when the conductor has a given charge.
35. The curve

$$
\frac{1}{\left(x^{2}+y^{2}\right)^{\frac{1}{2}}}-\frac{9 a}{16}\left\{\frac{a+x}{\left\{(x+a)^{2}+y^{2} j^{\frac{3}{2}}\right.}+\frac{a-x}{\left\{(x-a)^{2}+y^{2}\right\}^{\frac{7}{4}}}\right\}=\frac{1}{a},
$$

when rotated round the axis of $x$ generates a single closed surfice, which is made the bounding surface of a conductor. Shew that its capacity will be $a$, and that the surface density at the end of the axis will lee $e / 3 \pi a^{2}$, where $e$ is the total charge.
36. Two equal spheres each of radius $a$ are in contact. Shew that the capacity of the conductor so formed is $2 a \operatorname{ligg}_{\mathrm{c}} 2$.
97. Two spheres of radii $a, b$ are in contact, $a$ being large compared with $b$. Shew that if the conductor so formed is raised to potential $V$, the charges on the two spheres are

$$
\nabla a\left(1-\frac{\pi^{2} b^{2}}{G(a+b)^{2}}\right) \text { and } V a\left(\frac{\pi^{2} b^{2}}{6(a+b)^{2}}\right)
$$

38. A conducting sphere of radius $a$ is in contact with an infinite conducting plane. Shew that if a unit point-charge be placed beyond the sphere and on the diameter through the point of contact at distance $c$ from that point, the charges induced on the plane and aphere are

$$
-\frac{\pi a}{c} \cot \frac{\pi a}{c} \text { and } \frac{\pi a}{c} \cot \frac{\pi a}{c}-1 .
$$

39. Prove that if the centres of two equal uninsulated spherical conductors of radius $a$ be at a distance $2 c$ apart, the charge induced on each by a unit charge at a point midway between them is

$$
\sum_{1}^{\infty}(-1)^{n} \operatorname{sech} n a,
$$

where $c=a \cosh a$.
40. Show that the capacity of a spherical conductor of radius $a$, with its centre at a distance $c$ from an intinite conducting plane, is

$$
a \sinh a \sum_{1}^{\infty} \operatorname{cosech} n a_{0}
$$

where $c=a \cosh$.
41. An insulated conducting sphere of radius $a$ is placed midway between two parallel infinite uninsulated planes at a great distance $2 c$ apart Neglecting $\left(\frac{a}{c}\right)^{2}$, shew that the capacity of the sphere is approximately

$$
a\left\{1+\frac{a}{c} \log 2\right\}
$$

42. Two spheres of radii $r_{1}, r_{2}$ touch each other, and their capacities in this position are $c_{1}, c_{9}$. Shew that
where

$$
\begin{gathered}
c_{1}=r_{2}\left\{f^{2} \sum_{1}^{\infty} \frac{1}{n^{2}}+f^{3} \sum_{1}^{\infty} \frac{1}{n^{3}}+f^{4} \sum_{1}^{\infty} \frac{1}{n^{4}}+\ldots\right\}, \\
f=\frac{r_{1}}{r_{1}+r_{2}} .
\end{gathered}
$$

43. A conducting sphere of radius $a$ is placed in air, with its centre at a distance $e$ from the plane face of an infinite dielectric. Shew that its capacity is

$$
a \sinh a \sum_{1}^{\infty}\left(\frac{K-1}{K+1}\right)^{n-1} \operatorname{cosech} n a_{1}
$$

where $\cosh a=c / a$.
44. A point-charge o is placed between two parallel uninsulated infinite conducting planes, at distauces $a$ and $b$ from them respectively. Shew that the potential at a point between the planes which is at a distance $s$ from the charge and is on the line through the charge perpendicular to the planes is

$$
\frac{\theta}{2(a+b)}\left\{-\frac{r^{\prime}\left(\frac{z}{2 a+2 b}\right)}{\mathbf{r}\left(\frac{z}{2 a+2 b}\right)}+\frac{r^{\prime}\binom{2 a-z}{2 a+2 b}}{r\left(\frac{2 a-z}{2 a+2 b}\right)}+\frac{r^{\prime}\left(\frac{2 b+z}{2 a+2 b}\right)}{\mathbf{r}\left(\frac{2 b-z}{2 a+2 b}\right)}-\frac{r^{\prime}\left(\frac{2 \prime+2 b-z}{2 a+2 b}\right)}{\mathbf{r}\left(\frac{2 a+2 b-2}{2 a+2 b}\right)}\right\} .
$$

45. A spherical conductor of radius $a$ is surrounded by a uniform dielectric $\boldsymbol{K}$, which is bounded by a sphere of radius $b$ having its centre at a small distance $\gamma$ from the centre of the conductor. Prove that if the potentinl of the conductor is $V$, and there are no other conductors in the field, the surface density at a point where the radius makes an angle $\theta$ with the line of centres is

$$
\frac{K V b}{4 \pi a\{(K-1) a+b\}}\left\{1+\frac{6(K-1) \gamma a^{2} \cos \theta}{2(K-1) a^{3}+(K+2) b^{3}}\right\} .
$$

46. A shell of glass of inductive capacity $K$, which is bounded by concentric spherical surfaces of radii $a, b(a<b)$, surrounds an electrified particle with charge $E$ which is at a point $Q$ at a small distance $c$ from $O$, the centre of the spheres. Shew that the potential at a point $P$ outside the shell at a distance $r$ from $Q$ is approximately

$$
\frac{E}{r}+\frac{2 E c\left(b^{3}-a^{3}\right)(K-1)^{2}}{2 a^{3}(K-1)^{2}-b^{3}(K+2)(2 \overline{K+1})} \frac{\cos \theta}{r^{2}},
$$

where $\theta$ is the angle which $Q P$ makes with $O Q$ produced.
47. If the centres of the two shells of a spherical condenser be soparated by a small distance $d$, prove that the capacity is approximately

$$
\frac{a b}{b-a}\left\{1+\frac{a b d^{2}}{(b-a)\left(b^{3}-a^{3}\right)}\right\} .
$$

48. A condenser is formed of two spherical conducting sheets, one of radius $b$ surrounding the other of radius $a$. The distance between the centres is $c$, this being so small that $(c / a)^{2}$ may be neglected. The surface densities on the inner conductor at the extremities of the axis of symmetry of the instrument are $\sigma_{1}, \sigma_{2}$, and the mean surface density over the inner conductor is $\bar{\sigma}$. Prove that

$$
\frac{\sigma_{2} \sim \sigma_{1}}{\bar{\sigma}}=\frac{6 c a^{2}}{l^{1}-u^{3}}
$$

49. The equation of the surface of a conductor is $r=a\left(l+\epsilon P_{n}\right)$, where $\varepsilon$ is very small, and the conductor is placed in a uniform field of force $F^{\prime}$ parallel to the axis of harmonics. Shew that the surface density of the induced charge at any point is greater than it would be if the surface were perfectly spherical, by the amount

$$
\frac{3 n \epsilon F}{4 \pi(2 n+1)}\left\{(n+1) P_{n+1}+(n-2) P_{n-1}\right\} .
$$

50. A conductor at potential $V$ whose surface is of the form $r=a\left(l+c P_{n}\right)$ is surrounded by a diclectric ( $K$ ) whose boundary is the surface $r=b\left(1+\eta P_{n}\right)$, and outside this the dielectric is air. Shew that the potential in the air at a distance $r$ from the origin is

$$
\frac{K a b V}{(K-1) a+b}\left[\frac{1}{r}+\frac{(2 n+1) e a^{n} b^{2 n+1}+(K-1) \eta b^{n}\left\{n b^{2 n+1}+(n+1) a^{2 n+1}\right\}}{\left(1+n+n K^{\prime}\right) b^{2 n+1}+(K-1)(n+1) a^{2 n+1}} \frac{P_{n}}{r^{n+1}}\right],
$$

where squares and higher powers of $\subset$ and $\eta$ are neglected.
51. The surface of a conductor is nearly spherical, its equation being

$$
r=a\left(1+\epsilon S_{n}\right),
$$

where e is small. Shew that if the conductor is uninsulated, the charge induced on it by a unit charge at a distance $f$ from the origin and of angular coordinates $\theta, \phi$ is approximately

$$
-\frac{a}{f}\left\{1+\left(\frac{a}{f}\right)^{n} e S_{n}(\theta, \phi)\right\}
$$

52. A uniform circular wire of radius $a$ charged with electricity of line density e surrounds an uninsulated concentric spherical conductor of radius $c$; prove that the electrical density at any point of the surface of the conductor is

$$
-\frac{e}{2 c}\left(1-5 \frac{1}{2} \frac{c^{2}}{a^{2}} P_{2}+9 \frac{1.3}{2.4} \frac{c^{4}}{a^{4}} P_{4}-13 \frac{1.3 .6}{2.4 .6} \frac{c^{0}}{a^{6}} P_{0}+\ldots\right) .
$$

53. A dielectric sphere is surrounded by a thin circular wire of larger radius $b$ carrying a charge $E$. Prove that the potential within the sphere is

$$
\frac{E}{b}\left\{1+\sum_{1}^{\infty}(-1)^{n} \frac{1+4 n}{1+2 n(1+K)} \frac{1.3 .5 \ldots 2 n-1}{2.4 .6 \ldots 2 n}\left(\frac{r}{b}\right)^{2 n} p_{2 n}\right\}
$$

54. If within a conductor formed by a cone of semi-vertical angle $\cos ^{-1} \mu_{0}$ and two spherical surfaces $r=a, r=b$ with centres at the vertex of the cone, a charge $q$ on the axis at distance $r$ from the vertex gives potential $V$, and if we write

$$
\begin{gathered}
r=a e^{-\lambda}, \quad V=U e^{\frac{\lambda}{2}}, \quad \lambda_{0}=\log \frac{a}{b}, \\
U=\sum_{m n} \sum_{m n} A_{m i n} \frac{m \pi \lambda}{\lambda_{0}} P_{n}(\mu), \quad V=\sum_{n} B_{n} P_{n}(\mu),
\end{gathered}
$$

the summation with respect to $m$ extending to all positive integers, and that with respect to $n$ to all numbers integral or fractional for which $P_{n}\left(\mu_{0}\right)=0$, determine $A_{m n}$. Effecting the summation with respect to $m$, shew that when $r<r$,

$$
B_{n}=2 q\left(r^{n n}-\frac{a^{2 n+1}}{r^{\prime n+1}}\right)\left(r^{n}-\frac{l^{2 n+1}}{r^{n+1}}\right) /\left(a^{2 n+1}-l^{2 n+1}\right)\left[\left(1-\mu^{2}\right) \frac{d l_{n}}{d n} \frac{d P_{n}}{d \mu}\right]_{\mu=\mu_{0}}
$$

and that when $r>r$,

$$
\text { , } B_{n}=2 q\left(r^{m}-\frac{a^{2 n+1}}{r^{n+1}}\right)\left(r^{\prime n}-\frac{l^{2 n+1}}{r^{\prime n+1}}\right) /\left(a^{2 n+1}-b^{2 n+1}\right)\left[\left(1-\mu^{2}\right) \frac{d P_{n}}{d n} \frac{d P_{n}}{d \mu}\right]_{\mu=\mu_{0}} .
$$

55. A spherical shell of radius $a$ with a little hole in it is freely electrified to potential V. Prove that the charge on its inner surface is less than $V S / 8 \pi a$, where $S$ is the area of the hole.
56. A thin spherical conducting shell from which any portions have been removed is freely electrified. Prove that the difference of densities inside and outside at any point is constant.
57. Electricity is induced on an uninsulated spherical conductor of radius $a$, by a uniform surface distribution, deusity $\sigma$, over an external concentric non-conducting spherical segment of radius $c$. Prove that the surface density at the point $A$ of the conductor at the nearer end of the axis of the s'gment is

$$
-\frac{1}{2} \sigma \frac{c(c+a)}{a^{2}}\left(1-\frac{A B}{A D}\right),
$$

where $B$ is the point of the segment on its axis, and $D$ is any point ou its edge.
58. Two conducting discs of radii $a, a^{\prime}$ are fixed at rght angles to the line which joins their centres, the length of this line being $r$, large compared with $a$. If the first have potential $V$ and the second is uninsulated, prove that the charge on the first is

$$
\frac{2 a \pi r^{2} V}{\pi^{2} r^{2}-4 a a^{\prime}}
$$

59. A spherical conductor of diameter $\boldsymbol{a}$ is kept at zero potential in the presence of a fine uniform wire, in the form of a circle of radius $c$ in a tangent plane to the sphere with
its centre at the point of contact, which has a charge $E$ of electricity; prove that the electrical density induced on the sphere at a point whose direction from the centre of the ring makes an angle $\psi$ with the normal to the plane is

$$
-\frac{c^{2} E \sec ^{3} \psi}{4 \pi^{2} a} \int_{0}^{2 \pi}\left(a^{2}+c^{2} \sec ^{2} \psi-2 a c \tan \psi \cos \theta\right)^{-\frac{1}{2}} d \theta
$$

60. Prove that the capacity of a hemispherical shell of radius $a$ is

$$
a\left(\frac{1}{2}+\frac{1}{\pi}\right)
$$

61. Prove that the capacity of an elliptic plate of small eccentricity 0 and area $A$ is approximately

$$
\sqrt{\left(\frac{A}{\pi}\right)} \frac{2}{\pi}\left(1+\frac{e^{A}}{64}+\frac{e^{A}}{64}\right) .
$$

62. A circular disc of radius $a$ is under the influence of a charge $q$ at a point in its plane at distance $b$ from the centre of the disc. Shew that the density of the induced distribution at a point on the dise is

$$
\frac{q}{2 \pi^{2} R^{2}} \sqrt{\frac{b^{2}-a^{2}}{u^{2}-r^{2}}}
$$

where $r, R$ are the distances of the point from the centre of the disc and the charge.
63. An ellipsoidal conductor differs but little from a sphere. Its volume is equal to that of a sphere of radius $r$, its axes are $2 r(1+a), 2 r(1+\beta), 2 r(1+\gamma)$. Shew that neglecting cubes of $a, \beta, \gamma$, its capacity is

$$
r\left\{1+\gamma^{2} 6\left(a^{2}+i^{2}+\gamma^{2}\right)\right\}
$$

64. A prolate conducting spheroid, semi-axes $a, b$, has a charge $E$ of electricity. Shew that repulsion between the two halves into which it is divided by its diametral plane is

$$
\frac{E^{2}}{4\left(u^{2}-b^{2}\right)} \log \frac{a}{b}
$$

Determine the value of the force in the case of $a$ sphere.
65. One face of a condenser is a circular plate of radius $a$ : the other is a segment of a sphere of radius $R, R$ being so large that the plate is almost flat. Shew that the capacity is $\frac{1}{2} K R \log t_{1} / t_{0}$ where $t_{1}, t_{0}$ are the thickness of dielectric at the middle and edge of the condenser. Determine also the distribution of the charge.
66. A thin circular disc of radius $a$ is electrified with charge $E$ and surrounded by a spheroidal conductor with charge $E_{1}^{\prime}$, placed so that the edge of the disc is the lucus of the focus $S$ of the generating ellipse. Shew that the energy of the system is

$$
\frac{1}{2} \frac{E^{2}}{a} B \hat{S} C+\frac{1}{2} \frac{\left(E+E_{1}\right)^{2}}{a} S \hat{B} C
$$

$B$ being an extremity of the polar axis of the spheroid, and $C$ the centre.
67. If the two surfaces of a condenser are concentric and coarial oblate spheroids of small ellipticities e and $e^{\prime}$ and polar axes $2 c$ and $2 c^{\prime}$, prove that the capacity is

$$
c c^{\prime}\left(c^{\prime}-c\right)^{-2}\left\{c^{\prime}-c+\frac{2}{3}\left(e c^{\prime}-c^{\prime} c\right)\right\},
$$

neglecting squares of the ellipticities; and find the distribution of electricity on each surface to the same order of approximation.
68. An accumulator is formed of two confocal prolate spheroids, and the specific inductive capacity of the dielectric is $K l / w$, where $w$ is the distance of any point from the axis. Prove that the capacity of the accumulator is

$$
\pi K l / \log \left(\frac{a_{1}+b_{1}}{a+b}\right)
$$

where $a, b$ and $a_{1}, b_{1}$ are the semi-axes of the generating ellipses.
69. A thin spherical bowl is formed by the portion of the sphere $x^{2}+y^{2}+z^{2}=c z$ bounded by and lying within the cone $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=\frac{z^{2}}{c^{2}}$, and is put in connection with the earth by a fine wire. $O$ is the origin, and $C$, diametrically opposite to $O$, is the vertex of the bowl; $Q$ is any point on the rim, and $P$ is any point on the great circle arc $C Q$. Shew that the surface density induced at $P$ by a charge $E$ placed at $O$ is
where

$$
\begin{aligned}
& -\frac{E c}{4 \pi a b I} \frac{C Q}{O P^{2}\left(O P^{2}-O Q^{2}\right)^{\frac{1}{2}}}, \\
& I=\int_{0}^{\pi / 2} \frac{d \theta}{\left(a^{2} \sin ^{2} \theta+b^{2} \cos ^{2} \theta\right)^{\frac{1}{2}}} .
\end{aligned}
$$

70. Three long thin wires, equally electrified, are placed parallel to each other so that they are cut by a plane perpendicular to them in the angular points of an equilateral triangle of side $\sqrt{ } 3 c$; shew that the polar equation of an equipotential curve drawn on the plane is

$$
r^{4}+c^{6}-2 r^{3} c^{3} \cos 3 \theta=\text { constant }
$$

the pole being at the centre of the triangle and the initial line passing through one of the wires.
71. A flat piece of corrugated metal $(y=a \sin m x)$ is charged with electricity. Find the surface density at any point, and shew that it exceeds the average density approximately in the ratio my: 1 .
72. A long hollow cylindrical conductor is divided into two parts by a plane through the axis, and the parts are separated by a small interval. If the two parts are kept at potentials $V_{1}$ and $V_{2}$, the potential at any point within the cylinder is

$$
\frac{V_{1}+V_{2}}{2}+\frac{V_{1}-V_{2}}{\pi} \tan ^{-1} \underset{\substack{2 \alpha r \cos \theta \\ a^{2}-r^{2}}}{ },
$$

where $r$ is the distance from the axis, and $\theta$ is the angle ln'tween the plane joining the point to the axis and the piane through the axis normal to the plane of separation.
73. Shew that the capacity per unit length of a telegraph wire of radius $a$ at beight $h$ above the surface of the earth is

$$
\left[4 \tanh ^{-1} \sqrt{\frac{h-a}{\overline{h+a}}}\right]^{-1}
$$

74. An electrified line with charge e per unit length is parallel to a circular cylinder of radius $a$ and inductive capacity $K^{\prime}$, the distance of the wire from the centre of the cylinder being $c$. Shew that the force on the wire per unit length is

$$
\frac{K-1}{K+1} \frac{4 a^{2} e^{2}}{c\left(c^{2}-a^{2}\right)} .
$$

75. A cylindrical conductor of infinite length, whose cross-section is the outer boundary of three equal orthogonal circles of radius $a$, has a charge $e$ per unit length. Prove that the electric density at distance $r$ from the axis is

$$
\frac{e}{6 \pi a} \frac{\left(3 r^{3}+a^{2}\right)\left(3 r^{2}-a^{2}-\sqrt{6} a r\right)\left(3 r^{2}-a^{2}+\sqrt{6} a r\right)}{r^{2}\left(9 r^{4}-3 a^{2} r^{2}+a^{4}\right)}
$$

76. If the cylinder $x^{4}+y^{4}=a^{4}$ be freely charged, shew that in free space the resultant force varies as

$$
\left(r^{4}+2 a^{4} \cos 4 \theta+\frac{a^{8}}{r^{4}}\right)^{-t}
$$

where $x=r \cos \theta, y=r \sin \theta ;$ and that its direction makes with the axis of $x$ an angle

$$
\frac{1}{2} \tan ^{-1}\left(\frac{r^{4}-a^{4}}{r^{4}+a^{4}} \tan 2 \theta\right)^{\frac{1}{2}} .
$$

77. If $\phi+i \psi=f(x+i y)$, and the curves for which $\phi=$ constant be closed, shew that the capacity $C$ of a condenser with boundary surfaces $\phi=\phi_{1}, \phi=\phi_{0}$ is

$$
\frac{K[\psi]}{4 \pi\left(\phi_{1}-\phi_{0}\right)}
$$

per unit length, where $[\psi]$ is the increment of $\psi$ on passing once round a $\phi$-curve.
78. Using the transformation $x+i y=c \cot \frac{1}{2}(U+i V)$, shew that the capacity $C$ per unit length of a condenser formed by two right circular cylinders (radii $a, b$ ), one inside the other, with parallel ares at a distance $d$ apart, is given by

$$
1 / C=2 \cosh ^{-1}\left(\frac{a^{2}+b^{n}-d^{2}}{2 u \dot{o}}\right)
$$

79. A plane infinite electric grating is made of equal and equidistant parallel thin metal plates, the distance between their successive central lines being $\pi$, and the breadth of each plate $2 \sin ^{-1}\left(\frac{1}{K}\right)$. Shew that when the grating is electrified to constant potential, the potential and charge functions $V, C^{\boldsymbol{V}}$ in the surrounding space are given by the equation

$$
\sin (\sigma+i \nabla)=K \sin (x+i y)
$$

Deduce that, when the grating is to earth and is placed in a uniform field of force of unit intensity at right angles to its plane, the charge and potential functions of the portion of the field which penetrates through the grating are expressid by

$$
U+i V-(x+i y)
$$

and expand the potential in the latter problem in a Fourier Scries.
80 A cylinder whose cross-section is one branch of a rectangular hyperbola is maintained at zero potential under the influence of a line-charge parallel to its axis and on the concave side. Prove that the image consists of three such line charges, and hence find the density of the induced distribution.
81. A cylindrical space is bounded by two coaxial and confocal parabolio cylinders, whose latera recta are $4 a$ and $4 b$, and a uniformly electrified line which is parallel to the generators of the cylinder intersects the axes which pass through the foci in points distant $c$ from them $(a>c>b)$. Shew that the potential throughout the space is

$$
A \log \frac{\left\{\cosh \frac{\pi r^{\frac{1}{2}} \cos \frac{\theta}{\frac{\theta}{4}}}{a^{\frac{1}{2}}-b^{\frac{1}{2}}}-\cos \frac{\pi\left(r^{\frac{1}{2}} \sin \frac{\theta}{2}-c^{\frac{1}{2}}\right)}{a^{\frac{1}{2}}-b^{\frac{1}{2}}}\right\}}{\left\{\cosh \frac{\pi r^{\frac{1}{2}} \cos \frac{\theta}{2}}{a^{\frac{1}{2}}-b^{\frac{1}{2}}}+\cos \frac{\pi\left(r^{\frac{1}{2}} \sin \frac{\theta}{2}+c^{\frac{1}{2}}-u^{\frac{1}{2}}-b^{\frac{1}{2}}\right)}{a^{\frac{1}{2}}-b^{3}}\right]},
$$

where $r, \theta$ are polar coordinates of a section, the focus being the pole. Determine $A$ in terms of the electrification per unit length of the line.
82. An infinitely long elliptic cylinder of inductive capacity $K$, given by $\xi=a$ where $x+i y=c \cosh (\xi+i \eta)$, is in a uniform field $P$ parallel to the major axis of any section. Shew that the potential at any point inside the cylinder is

$$
-P x_{K}^{1+\operatorname{coth} a}
$$

83. Two insulated uncharged circular cylinders outside each other, given by $\eta=a$ and $\eta=-\beta$ where $x+i y=c \tan \frac{1}{2}(\xi+i \eta)$, are placed in a unifurm field of force of poteutial $\boldsymbol{F}^{\prime} x$. Shew that the potential due to the distribution on the cylinders is

$$
-2 F c \sum_{1}^{\infty}(-)^{n} \frac{e^{n(\eta-a)} \sinh n \beta+\theta^{-n(\eta+\beta)} \sinh n a}{\sinh n(a+\beta)} \sin n \xi .
$$

84 Two circular cylinders outside each other, given by $\eta=a$ and $\eta=-\beta$ where

$$
x+i y=c \tan \frac{1}{2}(\xi+i \eta)
$$

are put to earth under the influence of a line-charge $E$ on the line $x=0, y=0$. Shew that the potential of the induced charge outside the cyluders is

$$
-4 E \Sigma \frac{1}{n} \frac{e^{-n a} \sinh n(\eta+\beta)+e^{-n \beta} \sinh n(a-\eta)}{\operatorname{siuh} n(a+\beta)} \cos n \xi+\text { constant },
$$

the summation being taken for all odd positive integral values of $n$.
85. The cross-sections of two infinitely long metallic cylinders are the curves

$$
\left(x^{2}+y^{2}+c^{2}\right)^{2}-4 c^{2} x^{2}=a^{4} \text { and }\left(x^{2}+y^{2}+c^{2}\right)^{2}-4 c^{2} x^{2}=b^{4}
$$

where $b>a>c$. If they are kept at potentials $V_{1}$ and $V_{2}$ respectively, the intervening space being filled with air, prove that the surface deusities per unit length of the electricity on the opposed surfaces are

$$
\frac{\Gamma_{1}-\Gamma_{2}^{2}}{4 \pi a^{2} \log _{a}^{b}} \sqrt{-\quad} \bar{x}^{2}+y^{2} \text { and } \frac{\Gamma_{2}-\Gamma_{1}}{4 \pi b^{2} \log _{\frac{b}{a}}^{b}} \sqrt{2^{2}+y^{2}}
$$

respectively.
86. What problems are solved by the transformation

$$
\left\{\begin{array}{l}
\frac{d}{d t}(x+i y)=\frac{c\left(t^{2}-1\right)^{\frac{1}{2}}}{a^{2}-t^{2}}, \\
\pi(\psi+i \phi)=\log \frac{a+t}{a-t}
\end{array}\right.
$$

where $a>1$ ?
87. What problem in Electrostatics is solved by the transformation

$$
x+i y=\operatorname{cn}(\phi+i \psi)
$$

where $\psi$ is taken as the potential function, $\phi$ being the function conjugate to it $\}$
88. One half of a hyperbolic cylinder is given by $\eta= \pm \eta_{1}$, where $\left|\eta_{1}\right|<\frac{\pi}{2}$, and $\xi, \eta$ are given in terms of the Cartesian coordnates $x, y$ of a principal section by the transformation

$$
x+i y=c \cosh (\xi+2 \eta)
$$

The half-cylinder is uninsulated and under the milluence of a charge of density $E$ per unit length placed along the line of interual toci. Prove that the suriace density at any point of the cylnuder is

$$
-E^{\prime} / \sqrt{ } 2 c \eta_{1} \cosh \frac{\pi \xi}{2 \eta_{1}} \sqrt{\cosh 2 \xi-\cos 2 \eta_{1}} .
$$

89. Verify that, if $r, s$ be real positive constants, $s=x+i y, a=\rho e^{i \beta}, \frac{1}{c}=\frac{1}{r}+\frac{1}{8}$, the neld of force outside the conductors $x^{2}+y^{2}+2 s x=0, x^{2}+y^{2}-2 r x=0$ due to a doublet at the point $s=a$, outside both the circles, of strongth $\mu$ and inclination $a$ to the axis, is given by putting

$$
\sigma+i V=\frac{c \mu \pi}{\rho^{2}}\left\{e^{i(\alpha-2 \beta)} \cot c \pi\left(\frac{1}{z}-\frac{1}{a}\right)-e^{-i(\alpha-2 \beta)} \cot c \pi\left(\frac{1}{z}-\frac{1}{a_{0}}\right)\right\},
$$

where $s=a_{0}$ is the inverse point to $z=a$ with regard to either of the circles.
90. A very thin indefinitely great conducting plane is bounded by a straight edge of indefinite length, and is connected with the earth. A unit charge is placed at a point $P$. Prove that the potential at any point $Q$ due to the charge at $P$ and the electricity induced on the conducting plane is

$$
\frac{1}{P Q} \frac{1}{\pi} \cos ^{-1}\left(-\frac{1}{\sigma} \cos \frac{\phi-\phi^{\prime}}{2}\right)-\frac{1}{P^{\prime} Q} \frac{1}{\pi} \cos ^{-1}\left(-\frac{1}{\sigma} \cos \phi+\phi^{\prime}\right)
$$

where $P^{\prime}$ is the image of $P$ in the plane, the cylindrical coordinates of $Q$ and $P$ are $(r, \phi, z),\left(r^{\prime}, \phi^{\prime}, z^{\prime}\right)$, the straight edge is the axis of $z$, the angles $\phi, \phi^{\prime}$ lie between 0 and $2 \pi$, $\phi=0$ on the conductor,

$$
\sigma=\left\{\frac{\left(r+r^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}}{4 r r^{\prime}}\right\}^{\frac{1}{2}},
$$

and those values of the inverse functions are taken which lie between $\frac{1}{\mathbf{2} \pi}$ and $\pi$.
91. A semi-infinite conducting plane is at zero potential under the influence of an electric charge $q$ at a point $Q$ outside it. Shew that the potential at any point $P$ is given by

$$
\left.\begin{array}{rl}
\frac{q}{\pi \sqrt{2 r r_{1}}}\left[\left\{\cosh \eta-\cos \left(\theta-\theta_{1}\right)\right\}^{-\frac{1}{2}} \tan ^{-1} \sqrt{\frac{\cosh \frac{1}{2} \eta+\cos \frac{1}{2}\left(\theta-\theta_{1}\right)}{\cosh \frac{1}{2} \eta-\cos \frac{1}{2}\left(\theta-\theta_{1}\right)}}\right. \\
& -\left\{\cosh \eta-\cos \left(\theta+\theta_{1}\right)\right\}^{-\frac{1}{2}} \tan ^{-1} \sqrt{\frac{\cosh }{2} \frac{1}{2} \eta+\cos \frac{1}{2}\left(\theta+\theta_{1}\right)} \cosh \frac{1}{2} \eta-\cos \frac{2}{2}\left(\theta+\theta_{1}\right)
\end{array}\right], ~\{
$$

where $r, \theta, z$ are the cylindrical coordinates of the point $P,\left(r_{1}, \theta_{1}, 0\right)$ of the point $Q, \theta=0$ is the equation of the conducting plane, and

$$
2 r r_{1} \cosh \eta=r^{2}+r_{1}^{2}+z^{2} .
$$

Hence obtain the potential at any point due to a spherical bowl at constant potential, and shew that the capacity of the bowl is

$$
\frac{a}{\pi}\left\{1+\frac{\pi-a}{\sin a}\right\}
$$

where $a$ is the radius of the aperture, and $a$ is the angle subtended by this radius at the centre of the sphere of which the bowl is a part.
92. A thin circular conducting disc is connected to earth and is under the influrnce of a charge $q$ of electricity at an external point $P$. The position of any point $Q$ is denoted by the peri-polar coordinates $\rho, \theta, \phi$, where $\rho$ is the logarithm of the ratio of the distances from $Q$ to the two points $R, S$ in which a plane $Q R S$ through the axis of the disc cuts its rim, $\theta$ is the angle $R Q S$, and $\phi$ is the angle the plane $Q R S$ makes with a fixed plane through the axis of the disc, the conrdinate $\theta$ having values between $-\pi$ and $+\pi$, and changing from $+\pi$ to $-\pi$ in passing through the disc. Prove or verify that the potential of the charge induced on the disc at any point $Q(\rho, \theta, \phi)$ is

$$
-\frac{q}{Q P}\left[\frac{1}{2}-\frac{1}{\pi} \sin ^{-1}\left\{\cos \frac{1}{2}\left(\theta-\theta_{0}\right) \operatorname{sech} \frac{1}{2} a\right\}\right]-\frac{q}{Q P^{2}}\left[\frac{1}{2}+\frac{1}{\pi} \sin ^{-1}\left\{-\cos \frac{1}{2}\left(\theta+\theta_{0}\right) \operatorname{sech} \frac{1}{2} a\right\}\right],
$$

where $\rho_{0}, \theta_{0}, \phi_{0}$ are the coordinates of $P, \theta_{0}$ being positive, the point $P^{\prime}$ is the optical image of $P$ in the disc, $a$ is given by the equation

$$
\cos a=\cosh \rho \cosh \rho_{0}-\sinh \rho \sinh \rho_{0} \cos \left(\phi-\phi_{0}\right),
$$

and the smallest values of the inverse functions are to be taken.
Prove that the total charge on the disc is $-q \theta_{0} / \pi$.
Explain how to adapt the formula for the potential to the case in which the circular disc is replaced by a spherical bowl with the same rim.
93. Shew that the potential at any point $P$ of a circular bowl, electrified to potential $C$, is

$$
\frac{C}{\pi}\left\{\sin ^{-1} \frac{A B}{A P+B P}+\frac{O A}{O P} \sin ^{-1}\left(\frac{O P}{O A} \cdot \frac{A B}{A P+\bar{B} P}\right)\right\},
$$

where $O$ is the centre of the bowl, and $A, B$ are the points in which a plane through $P$ and the axis of the bowl cuts the circular rim.

Find the deusity of electricity at a point on either side of the bowl and shew that the capacity is

$$
\frac{a}{\pi}(a+\sin a),
$$

where $a$ is the radius of the sphere, and $2 a$ is the angle subtended at the centre.
94. Two spheres are charged to potentials $V_{0}$ and $V_{1}$. The ratio of the distances of any ${ }^{\text {woint }}$ from the tro limiting points of the spheres being denoted by $e^{\eta}$ and the angle between them by $\xi$, prove that the potential at the point $\xi, \eta$ is

$$
\begin{aligned}
& V_{0} \sqrt{ }\{2(\cosh \eta-\cos \xi)\} \sum_{0}^{\infty} \frac{\sinh \left(n+\frac{1}{2}\right)(\beta+\eta)}{\sinh \left(n+\frac{1}{2}\right)(\beta+a)} P_{n}(\cos \xi) e^{-(n+\xi) a} \\
& \quad+V_{1} \sqrt{ }\{2(\cosh \eta-\cos \xi)\} \sum_{0}^{\infty} \frac{\sinh \left(n+\frac{1}{2}\right)(a-\eta)}{\sinh \left(n+\frac{1}{2}\right)(\beta+a)} P_{n}(\cos \xi) e^{-(n+\xi) \beta},
\end{aligned}
$$

rhere $\eta=a, \eta=-\beta$ are the oquations of the sphures. Hence find the charge on etther sphere.

## CHAPTER IX

## STEADY CURRENTS IN LINEAR CONDUCTORS

## Physical Principles.

338. If two conductors charged with electricity to different potentials are connected by a conducting wire, we know that a flow of clectricity will take place along the wire. This flow will tend to equalise the potentials of the two conductors, and when these potentials become equal the flow of electricity will cease. If we had some means by which the charges on the conductors could be replenished as quickly as they were carricd away by conduction through the wire, then the current would never cease. The conductors would remain permanently at different potentials, and there would be a steady flow of electricity from one to the other. Means are known by which two conductors can be kept permanently at different potentials, so that a steady flow of electricity takes place through any conductor or conductors joining them. We accordingly have to discuss the mathematical theory of such currents of electricity.

We shall begin by the consideration of the flow of electricity in linear conductors, by a linear conductor being meant one which has a definite cross-section at every point. The commonest instance of a linear conductor is a wire.
339. Definition. The strength of a current at any point in a wire or other linear conductor, is measured by the number of units of electricity which flow across any cross-section of the conductor per uit time.

If the units of electricity are measured in Electrostatic Units, then the current also will be measured in Electrostatic Units. These, however, as will be explained later, are not the units in which currents are usually measured in practice.

Let $P, Q$ be two cross-sections of a linear conductor in which a steady current is Howing, and let us suppose that no other conductors touch this conductor between $I$ and $Q$. Then, since the current is, by hypothesis, steady, there must be no accumulation of electricity in the region of the
conductor between $P$ and $Q$. Hence the rate of flow into the section of the conductor across $P$ must be exactly equal to the rate of flow out of this section across $Q$. Or, the currents at $P$ and $Q$ must be equal. Hence we speak of the current in a conductor, rather than of the current at a point in a conductor. For, as we pass along a conductor, the current cannot change except at points at which the conductor is touched by other conductors.

## Ohm's Law.

340. In a linear conductor in which a current is flowing, we have electricity in motion at every point, and hence must have a continuous variation in potential as we pass along the conductor. This is not in opposition to the result previously obtained in Electrostatics, for in the previous analysis it had to be assumed that the electricity was at rest. In the present instance, the electricity is not at rest, being in fact kept in motion by the difference of potential under discussion.

The analogy between potential and height of water will perhaps help. A lake in which the water is at rest is analogous to a conductor in which electricity is in equilibrium. 'The theorem that the potential is constant over a conductor in which electricity is in equilibrium, is analogous to the hydrostatic theorem that the surface of still water must all le at the same level. A conductor through which a current of electricity is flowing finds its analogue in a stream of running water. Here the level is not the same at all points of the river-it is the difference of level which causes the water to flow. The water will flow more rapidly in a river in which the gradient is large than in one in which it is small. The electrical analugy to this is expressed by Ohn's Law.

Ohm's Law. The difference of potential between any two points of a wire or other linear conductor in which a current is flowing, stands to the current flowing thruugh the conductor in a constant ratio, which is called the resistance between the two points.

It is here assumed that there is no junction with other conductors between these two points, so that the current through the conductor is a definite quantity.
341. Thus if $C$ is the current flowing between two points $P, Q$ at which the potentials are $V_{p}, V_{Q}$, we have

$$
\begin{equation*}
V_{P}-V_{\mathbf{4}}=C R \tag{264}
\end{equation*}
$$

where $R$ is the resistance between the points $P$ and $Q$. Very delicate experiments have failed to detect any variation in the ratio
(fall of potential)/(current),
as the current is varied, and this justifies us in speaking of the resistance as a definite quantity associated with the conductor. The resistance depends naturally on the positions of the two points by which the current enters and leaves the conductor, but when once these two points are fixed the resistance
is independent of the amount of current. In general, however, the resistance of a conductor varies with the temperature, and for some substances, of which selenium is a notable example, it varies with the amount of light falling on the conductor.

## The Voltaic Cell.

342. The simplest arrangement by which a steady flow of electricity can be produced is that known as a Voltaic Cell. This is represented diagram. matically in Fig. 95. A voltaic cell consists essentially of two conductors


Fig. 95.
$A, B$ of different materials, placed in a liquid which acts chemically on at least one of them. On establishing electrical contact between the two ends of the conductors which are out of the liquid, it is found that a continuous current flows round the circuit which is formed by the two conductors and the liquid, the energy which is required to maintain the current being derived from chemical action in the cell.

To explain the action of the cell, it will be necessary to touch on a subject of which a full account would be out of place in the present book. As an experimental fact it is found that two conductors of dissimilar material, when placed in contact, have different potentials when there is no flow of electricity from one to the other*, although of course the potential over the whole of either conductor must be constant. In the light of this experimental fact, let us consider the conditions prevailing in the voltaic cell before the two ends $a, b$ of the conductors are joined.

So long as the two conductors $A, B$ and the liquid $C$ do not form a closed circuit, there can be no flow of electricity. Thus there is electric equilibrium,

[^10]and the three conductors have definite potentials $V_{A}, V_{B}, V_{c}$. The difference of potential between the two "terminals" $a, b$ is $V_{A}-V_{B}$, but the peculiarity of the voltaic cell is that this difference of potential is not equal to the difference of potential between the two conductors when they are placed in contact and are in electrical equilibrium without the presence of the liquid $C$. Thus on electrically joining the points $a, b$ in the voltaic cell electrical equilibrium is an impossibility, and a current is established in the circuit which will continue until the physical conditions become changed or the supply of chemical energy is exhausted.

## Electromotive Force.

343. Let $A, B, C$ be any three conductors arranged so as to form a closed circuit. Let $\nabla_{A B}$ be the contact difference of potential between $A$ and $B$ when there is electric equilibrium, and let $V_{B C}, V_{C A}$ have similar meanings.

If the three substances can be placed in a closed circuit without any current flowing, then we can have equilibrium in which the three conductors will have potentials $V_{A}, V_{B}, V_{C}$, such that

$$
V_{A}-V_{B}=V_{A B} ; V_{B}-V_{C}=V_{B C} ; V_{C}-V_{A}=V_{O A} .
$$

Thus we must have

$$
V_{A B}+V_{B C}+V_{C A}=0,
$$

a result known as Volta's Law.
If, however, the three conductors form a voltaic cell, the expression on the left-hand of the above equation does not vanish, and its value is called the electromotive force of the cell. Denoting the electromotive force by $E$, we have

$$
\begin{equation*}
V_{A B}+V_{B C}+V_{C A}=E \tag{265}
\end{equation*}
$$

We accordingly have the following definition:
Definition. The L:lectromotive Force of a cell is the algebraic sum of the discontinuities of potentiul encountered in passing in order through the series of conductors of which the cell is composed.

Clearly an electromotive force has direction as well as magnitude. It is usual to speak of the two conductors which pass into the liquid as the high-potential terminal and the low-potential terminal, or sometimes as the positive and negative terminals. Knowing which is the positive or highpotential terminal, we shall of course know the direction of the electromotive force.
344. If the conductors $C, A$ of a voltaic cell $A B C$ are separated, and then joined by a fourth conductor $D$, such that there is no chemical action between $D$ and the conductors $C$ or $A$, it will easily be seen that the sum of the discontinuities in the new circuit is the same as in the old.

For by hypothesis $C D A$ can form a closed circuit in which no chemical action can occur, and therefore in which there can be electric equilibrium. Hence we must have

$$
\begin{equation*}
V_{C D}+V_{D A}+V_{A C}=0 . \tag{266}
\end{equation*}
$$

Moreover the sum of all the discontinuities in the circuit is

$$
\begin{aligned}
V_{A B}+ & V_{B C}+V_{C D}+V_{D A} \\
& =V_{A B}+V_{B C}-V_{A C}, \text { by equation (266) } \\
& =V_{A B}+V_{B C}+V_{C A} \\
& =E, \text { by equation (265), }
\end{aligned}
$$

proving the result. A similar proof shews that we may introduce any series of conductors between the two terminals of a cell, and so long as there is no chemical action in which these new conductors are involved, the sum of all the discontinuities in the circuit will be constant, and equal to the electromotive force of the cell.

Let $A B C \ldots M N$ be any series of conductors, including a voltaic cell, and let the material of $N$ be the same as that of $A$. If $N$ and $A$ are joined we obtain a closed circuit of electromotive force $E$, such that

$$
V_{A B}+V_{B C}+\ldots+V_{B N}+V_{N A}=E .
$$

Moreover $V_{N A}=0$, since the material of $N$ and $A$ is the same. Thus the relation may be rewritten as

$$
V_{A B}+V_{B C}+\ldots+V_{J N}=E
$$

In the open series of conductors $A B C \ldots M N$, there can be no current, so that each conductor must be at a definite uniform potential. If we denote the potentials by $V_{A}, V_{B}, \ldots V_{H}, V_{S}$, we have

$$
\begin{gathered}
V_{A}-V_{B}=V_{1 B} \\
\cdots \\
V_{H}-V_{N}=V_{A N} .
\end{gathered}
$$

Hence equation (267) becomes

$$
V_{\Delta}-V_{v}=E .
$$

We now see that the electromotive force of $a$ cell is the difference of potential between the ends of the cell when the cell forms an open.circuit, and the materials of the two ends are the sume.

A series of cells, joined in series so that the high-potential terininal of one is in electrical contact with the low-potential terminal of the next, and so on, is called a battery of cells, or an "electric battery" arranged in serics.

It will be clear from what has just been proved, that the electromotive force of such a battery of cells is equal to the sum of the electromotive forces of the separate cells of the series.

## Units.

345. On the electrostatic system, a unit current has been defined to be a current such that an electrostatic unit of electricity crosses any selected cross-section of a conductor in unit time. For practical purposes, a different unit, known as the ampère, is in use. The ampère is equal very approximately to $3 \times 10^{9}$ electrostatic units of current (see below, §587).

To form some idea of the actual magnitude of this unit, it may be stated that the amount of current required to ring an electric bell is about half an ampere. About the same amount is required to light a 200 c.p. 240 -volt gas-fillod lamp.

As an electromotive force is of the same physical nature as a difference of potential, the electrostatic unit of electromotive force is taken to be the same as that of potential. The practical unit is about $\frac{1}{3 \delta \sigma}$ of the electrostatic unit, and is known as the volt (see below, § 587).

It may be mentioned that the electromotive force of a single voltaic cell is generally intermudiate betwcen one and two volts; the electromotive force which produces a percritible shock in the human body is aliout 30 volts, while an electromotive force of 500 volts or more is dangerous to life. Buth of these latter quantities, however, vary enormously with the condition of the body, and particularly with the state of dryness or moisture of the akin. The electromotive force used to work an electric bell is commonly 6 or 8 volts, while an electric light installation will generally have a voltage of about 240 volts.

The unit of resistance, in all systems of units, is taken to be a resistance such that unit difference of potential between its extremities produces unit current through the conductor. We then have, by Ohm's Law,

$$
\text { current }=\frac{\text { difference of potential at extremities }}{\text { resistance }} \ldots . . . .(268) .
$$

In the practical system of units, the unit of ressistance is called the ohm. From what has already leen said, it follows that when two points having a potential-difference of one volt are connected by a resistance of one ohm, the current flowing through this resistance will be one ampère. In this case the
 elecirostatic units, so that by relation (268), it follows that one ohm must be equal to $\frac{1}{9 \times 1 \overline{0^{11}}}$ electrostatic units of resistance (see below, § 587).

Some idea of the amount of this unit may bo gathered from the statement that the resistance of a mile of ordinary telegraph wire is about 10 ohme. The resistance of a good telegraph insulator may be bullions of ohms.

## Physical Theories of Conduction.

## Electron-theory of conduction.

345 a. As has been already explained ( $\S 28$ ), the modern view of electricity regards a current of electricity as a material flow of electric charges. In all conductors except a small class known as electrolytic conductors (see below, § 345 b ), these charged bodies are believed to be identical with the electrons.

In a solid some of the electrons are supposed to be permanently bound to particular atoms or molecules, whilst others, spoken of as " free" electrons, move about in the interstices of the solid, continually having their courses changed by cullisions with the molecules. Both kinds of electrons will be influenced by the presence of an clectric field. It is probable that the restricted motions of the "bound" electrons account for the phenomenon of inductive capacity ( $\$ 151$ ) whilst the unrestricted motion of the free electrons explains the phenomenon of electric conductivity.

Even when no electric forces are applied, the free electrons move about through a solid, but they move at random in all directions, so that as many electrons move from right to left as from left to right and the resultant current is nil. If an electric force is applied to the conductor, each electron has superposed on to its random motion a motion impressed on it by the electric force, and the electrons as a whole are driven through the conductor by the continued action of the electric force. If it were not for their collisions with the molecules of the conductor, the electrons would gain indefinitely in momentum under the action of the impressed electric force, but the effect of collisions is continually to check this growth of momentum.

Let us suppose that there are $N$ electrons per unit length of the conductor, and that at any moment these have an average forward velocity $u$ through the material of the conductor. If $m$ is the mass of each electron, the total momentum of the moving electrons will be $N m u$. The rate at which this total momentum is checked by collisions will be proportional to $N$ and to $u$, and may be taken to be $N \gamma u$. The rate at which the momentum is increased by the electric forces acting is $N X e$, where $X$ is the electric intensity and $e$ is the charge, measured positively, of each electron. Thus we have the equation

$$
\begin{equation*}
\frac{d}{d t}(N m u)=N X e-N \gamma u \tag{a}
\end{equation*}
$$

In unit time the number of electrons which pass any fixed point in the conductor is $N u$, so that the total flow of electricity per unit time past any point is Neu. This is by definition equal to the current in the conductor, so that if we call this $i$, we have

$$
\begin{equation*}
\Lambda^{r} e u=i \tag{b}
\end{equation*}
$$

This enables us to reduce equation ( $a$ ) to the form

$$
\begin{equation*}
\frac{d i}{d t}=\frac{N \epsilon^{2}}{m}\left(X-\frac{\gamma}{N e^{2}} i\right) \tag{c}
\end{equation*}
$$

The equation shews that if a steady electric force is applied, such that the intensity at any point is $X$, the current will not increase indefinitely but will remain stationary after it has reached a value $i$ given by

$$
i=\frac{N e^{2}}{\gamma} X .
$$

If $V$ is the potential at any point of a conducting wire, and if $s$ is a coordinate measured along the wire, we have $X=-\frac{\partial V}{\partial s}$, so that

$$
-\frac{\hat{o} V}{\partial s}=\frac{\gamma}{N e^{i}} i .
$$

Integrating between any two points $P$ and $Q$ of the conductor, we have

$$
V_{P}-V_{Q}=i \int_{P}^{Q} \frac{\gamma}{N e^{e}} d s
$$

This is the electron-theory interpretation of equation (264), and explains how the truth of Ohm's Law is involved in the modern conception of the nature of an electric current. It will be noticed that on this view of the matter, Ohm's Law is only true for steady currents.

We notice that the resistance of the conductor, on this theory, is $\boldsymbol{\gamma} / \boldsymbol{\lambda} e^{2}$ per unit length. Thus, generally speaking, bodies in which there are many free electrons ought to be good conductors, and conversely.

The charge on the electron being $4.803 \times 10^{-10}$ electrostatic units, we may notice that a current of one ampere ( $3 \times 10^{0}$ electrostatic units of current) is one in which $6.3 \times 10^{18}$ electrons pass any given point of the conductor every second. Consider a conductor in which the number of electrons per cubic centimetre is $10^{21}$ (cf. $\S 615$, below). Then in a wire of 1 square mm . cross-section there are $10^{10}$ electrons por unit length, so that the average velocity of these when the wire is conveying a current of 1 ampere is of the order of one cm. per sec. This average velocity is superposed on to a random velocity which is known to be of the order of magnitude of $10^{7} \mathrm{cms}$. per sec., so that the additional velocity produced by even a strong current is oniy very slight in comparison with the normal velocity of agitation of the electsons.

## Electrolytic conduction.

345 b . Besides the type of electric conduction just explained, there is a second, and entirely different type, known as Electrolytic conduction, the distinguishing characteristic of which is that the passage of a current is accompanied by chemical change in the conductor.

For instance, if a current is passed through a solution of potassium chloride in water, it will be found that some of the salt is divided up by the passage of the current into its chemical constituents, and that the potassium
appears solely at the point at which the current leaves the liquid, while the chlorine similarly appears at the point at which the current enters. It thus appears that during the passage of an electric current, there is an actual transport of matter through the liquid, chlorine moving in one direction and potassium in the other. It is moreover found by experiment that the total amount, whether of potassium or chlorine, which is liberated by any current is exactly proportional to the amount of electricity which has flowed through the electrolyte.

These and other facts suggested to Faraday the explanation, now universally accepted, that the carriers of the current are identical with the matter which is transported through the electrolyte. For instance, in the foregoing illustration, each atom of potassium carries a positive charge to the point where the current leaves the liquid, while each atom of chlorine, moving in the direction opposite to that of the current, carries a negative charge. The process is perhaps explained more clearly by regarding the total current as made up of two parts, first a positive current and second a negative current flowing in the reverse direction. Then the atoms of chlorine are the carriers of the negative current, and the atoms of potassium are the carriers of the positive current.

Electrolytes may be solid, liquid, or gaseous, but in most cases of importance they are liquids, being solutions of salts or acids. The two parts into which the molecule of the electrolyte is divided are called the ions ( $i \omega \sim$ ), that which carries the positive current being called the positive ion, and the other being called the negative ion. The point at which the current enters the electrolyte is called the anode, the point at which it leaves is called the cathode. The two ions are also called the anion or cation according as they give up their charges at the anode or cathode respectively. Thus we have

The auion carries - charge against current, and delivers it at the anode,
The cation carrics + charge with current, and delivers it at the cathode.
When potassium chloride is the electrolyte, the potassium atom is the cation, and the chlorine atom is the anion. If experiments are perturmed with different chlorides (say of potassium, sodium, and lithium), it will be found that the amount of chlorine liberated by a given current is in every case the same, while the amounts of potassium, sodium, or lithium, being exactly those required to combine with this fixed amount of chlorine, are necessarily proportional to their atomic weights. This suggests that each atom of chlorine, no matter what the electrolyte may be in which it occurs, always carries the same negative charge, say $-e$, while each atom of potassium,
sodium, or lithium carries the sąme positive charge, say $+E$. Moreover $E$ and $e$ must be equal, or else each undissociated molecule of the electrolyte would have to be supposed to carry a charge $E-e$, whereas its charge is known to be nil.

It is found to be a general rule that every anion which is chemically monovalent carries the same charge $-e$, while every monovalent cation carries a charge $+e$. Moreover divalent ions carry charges $\pm 2 e$, trivalent ions carry charges $\pm 3 e$, and so on.

As regards the actual charges carried, it is found that one ampere of current flowing for one second through a silt of silver liberates 0.001118 grammes of silver. Silver is monovalent and its atomic weight is 107.88 (referred to $\mathrm{O}=16$ ), so that the amount of any other monovalent element of atomic weight $m$ deposited by the same current will be $0.00001036 \times m$ grammes. It follows that the passage of one electrostatic unit of electricity will result in the liberation of $\frac{0.000010310 \times m}{3 \times 10^{9}}$, or $3.45 \times 10^{-18} \times m$ grammes of the substance.

We can calculate from these data how many ions are deposited by one unit of current, and hence the amount of charge carried by each ion. It is found that, to within the limits of experimental error, the negative charge carried by each monovalent anion is exactly equal to the charge carried by the electron. It follows that each monovalent anion has associated with it one electron in excess of the number required to give it zero charge, while each monovalent cation has a deficiency of one election; divalent ions have an excess or deficiency of two electrons, and 10 on.

345 c . Ohm's Law appears, in general, to be strictly true for the resistance of electrolytes. In the light of the explanation of Ohm's Law given in $\S 345 a$, this will be scen to suggent that the ions are free to move as soon as an electric intensity, no matter how small, begins to act on them. They must therefore be already in a state of dissociation; no part of the electric intensity is required to effect the separation of the molecule into ions.

Other tacts confirm this conclusion, such as for instance the fact that various physical properties-electric conductivity, colour, optical rotatory power, etc.-are additive in the sense that the amount possessed by the whole electrolyte is the sum of the amounts known to be possessed by the separate ions.

We may therefore suppose that as soon as an electric force begins to act, all the positive ions begin to move in the direction of the electric force, while all the negative ions begin to move in the opposite dirt ction. Let us suppose the average velocities of the positive and negative ions to be $u, v$ respectively, and let us suppose that there are $N$ of each per unit length of the electrolyte measured along the path of the current. Then auross any cross-section of the electrolyte there pass in unit time $N u$ positive ions cach carrying a charge se
in the direction in which the current is measured, and $N v$ negative ions each carrying a charge - se in the reverse direction, $s$ being the valency of each ion. It follows that the total current is given by

$$
\begin{equation*}
i=N s e(u+v) \tag{d}
\end{equation*}
$$

Each unit of time $N u$ positive ions cross a cross-section close to the anode, having started from positions between this cross-section and the anode. Thus each unit of time $N u$ molecules are separated in the neighbourhood of the anode, and similarly $N v$ molecules are separated in the neighbourhood of the cathode. The concentration of the salt is accordingly weakened both at the anode and at the cathode, and the ratio of the amounts of these weakenings is that of $u: v$. This provides a method of determining the ratio of $u: v$.

Also equation ( $d$ ) provides a method of determining $u+v$, for $i$ can be readily measured, and $N s e$ is the total charge which must be passed through the electrolyte to liberate the ions in unit length, and this can be easily determined.

Knowing $u+v$ and the ratio $u: v$, it is possible to determine $u$ and $v$. The following table gives results of the experiments of Kohlrausch on three chlorides of alkali metals, for different concentrations, the current in each case being such as to give a potential fall of 1 volt per centimetre.

| Concentration | $\underset{u}{\text { Potassium }} \underset{v}{\text { chloride }}$ |  | $\underset{u}{\text { Sodium chloide }}$ |  | $\underset{u}{\text { Lithium chloride }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 660 | 690 | 450 | 690 | 360 | 690 |
| . 0001 | 654 | 681 | 448 | 681 | 3.) 5 | 681 |
| $\cdot 001$ | 643 | 670 | 440 | 670 | 343 | 670 |
| 01 | 619 | 644 | 415 | 64. | 318 | 644 |
| . 03 | 597 | 621 | 390 | 623 | 298 | 619 |
| $\cdot 1$ | 564 | 589 | 360 | 592 | 259 | 594 |

[The unit in every case is a velocity of $10^{-6}$ cms. per second.]
We notice that when the solution is weak, the velocity of the chlorine ion is the same, no matter which electrolyte it has originated in. This gives, perhaps, the best evidence possible that the conductivity of the electrolyte is the sum of the conductivities of the chlorine and of the metal separately.

By arranging for the ions to produce discoloration of the electrolyte as they move through it, Lodge, Whetham and others have been able to observe the velocity of motion of the ions directly, and in all cases the observed velocities have agreed, within the limits of experimental error, with the theoretically determined values.

## Conduction through gases.

345 d . In a gas in its normal state, an electric current cannot be carried in either of the ways which are possible in a solid or a liquid, and it is consequently found that a gas under ordinary conditions conducts electricity only in a very feeble degree. If however Röntgen rays are passed through the gas, or ultra-violet light of very short wave-length, or a stream of the rays from radium or one of the radio-active metals, then it is found that the gas acquires considerable conducting powers, for a time at least. For this kind of conduction it is found that Ohm's Law is not obeyed, the relation between the current and the potential-gradient being an extremely complex one.

The complicated phenomena of conduction through gases can all be explained on the hypothesis that the gas is conducting only when "ionised," and the function of the Röntgen rays, ultra-violet light, etc. is supposed to be that of dividing up some of the molecules into their component ions. The subject of conduction through gases is too extensive to be treated here. In what follows it is assumed that the conductors under discussion are not gases, so that Ohm's Law will be assumed to be obeyed throughout.

## Kirchhoff's Laws.

346. Problems occur in which the flow of electricity is not through a single continuous series of conductors: there may be junctions of three or more conductors at which the current of electricity is free to distribute itself between different paths, and it may be important to determine how the electricity will pass through a network of conductors containing junctions.

The first principle to be used is that, since the currents are supposed stcady, there can be no accumulation of electricity at any point, so that the suin of all the currents which enter any junction must be equal to the sum of all the currents which leave it. Or, if we introduce the convention that currents flowing into a junction are to be counted as positive, while those leaving it are to be reckoned negative, then we may state the principle in the form:

## The algobraic sum of the currents at any junction must be zero.

From this law it follows that any network of currents, no matter how complicated, can be regarded as made up of a number of closed currents, each of uniform strength throughout its length. In some conductors, two or more of these currents may of course be superposed.

Let the various junctions be denoted by $A, B, C, \ldots$, and let their potentials be $V_{A}, V_{B}, V_{C}, \ldots$ Let $R_{A R}$ be the resistance of any single conductor connecting two junctions $A$ and $B$, and let $C_{A B}$ be the current flowing
through it from $A$ to $B$. Let us select any path through the network of conductors, such as to start from a junction and bring us back to the starting point, say $A B C \ldots N A$. Then on applying Ohn's Law to the separate conductors of which this path is formed, we obtain (§ 341)

$$
\begin{aligned}
& V_{A}-V_{B}=C_{A B} R_{A B}, \\
& V_{B}-V_{C}=C_{B C} R_{B B}, \\
& V_{A}-V_{A}=C_{N A} R_{N A} .
\end{aligned}
$$

By addition we obtain $\quad \Sigma C R=0 . \ldots . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(269), ~$
where the summation is taken over all the conductors which form the closed circuit.

In this investigation it has been assumed that there are no discontinuities of potential, and therefore no batteries, in the selected circuit. If discontinuities occur, a slight modification will have to be made. We shall treat points at which discontinuities occur as junctions, and if $\boldsymbol{A}$ is a junction of this kind, the potentials at $\Lambda$ on the two sides of the surface of separation between the two conductors will be denoted by $V_{A}$ and $V_{A}^{\prime}$. 'Then, by Ohm's Law, we obtain for the falls of potential in the different conductors of the circuit,

$$
\begin{aligned}
& V_{A}^{\prime}-V_{B}^{\prime}=C_{A B} R_{A B}, \\
& V_{B}^{\prime}-V_{C}^{\prime}=C_{B C} R_{I C}, \text { etc. },
\end{aligned}
$$

and by addition of these equations

$$
\Sigma\left(V_{i}^{\prime}-V_{1}\right)=\Sigma C R .
$$

The left-hand member is simply the sum of all the discontinuities of potential met in passing round the circuit, each being measured with its proper sign. It is therefore equal to the sum of the electromotive forces of all the batteries in the circuit, these also bcing measured with their proper signs.

$$
\begin{equation*}
\text { Thus we may write } \quad \Sigma C R=\Sigma E \tag{270}
\end{equation*}
$$

where the summation in each term is taken round any closed circuit of conductors, and this equation, together with

$$
\begin{equation*}
\Sigma C=0 \tag{271}
\end{equation*}
$$

in which the summation now refers to all the currents entering or leaving a single junction, suffices to determine the current in each conductor of the network.

Equation (271) expresses what is known as Kirchhoff's First Law, whils equation (270) expresses the Second Law.

## Conductors in Series.

347. When all the conductors form a single closed circuit, the current through each conductor is the same, say $C$, so that equation (270) becomes

$$
C \Sigma h=\Sigma E .
$$

The sum $\Sigma R$ is spoken of as the "resistance of the circuit," so that the current in the circuit is equal to the total electromotive force divided by the total resistance. Conductors arranged in such a way that the whole current passes through each of them in succession are said to be arranged "in series."

## Conductors in Parallel.

348. It is possible to connect any two points $A, B$ by a number of conductors in such a way that the current divides itself between all these
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conductors on its journey from $A$ to $B$, no part of it passing through more than one conductor. Conductors placed in this way are said to be arranged "in parallel."

Let us suppose that the two points $A, B$ are connected by a number of conductors arranged in parallel. Let $R_{1}, R_{2}, \ldots$ be the resistances of the conductors, and $C_{1}, C_{4}, \ldots$ the currents flowing through them. Then if $V_{A}, V_{B}$ are the potentials at $A$ and $B$, we have, by Ohm's Law,

$$
V_{A}-V_{B}=C_{1} R_{1}=C_{2} R_{2}=\ldots
$$

The total current which enters at $A$ is $C_{1}+C_{2}+\ldots$, say $C$. Thus we have

$$
V_{A}-V_{B}=\frac{C_{1}}{\frac{1}{R_{1}}}=\frac{C_{2}}{\frac{1}{R_{2}}}=\ldots=\frac{C}{\frac{1}{R_{1}}+\frac{1}{R_{2}}+\ldots} .
$$

The arrugement of conductors in parallel is therefore seen to offer the same resistance to the current as a single conductor of rusistance

$$
\frac{1}{\frac{1}{R_{1}}+\frac{1}{\mathscr{R}_{2}}+\ldots}
$$

The reciprocal of the resistance of a conductoris called the "conductivity" of the conductor. The conductivity of the system of conductors arranged in parallel is $\frac{1}{R_{1}}+\frac{1}{R_{2}}+\ldots$, and is therefore equal to the sum of the
conductivities of the separate conductors. Also we have seen that the current divides itself between the different conductors in the ratio of their conductivities

## Measurements.

## The Measurement of Current.

349. The instrument used for measuring the current passing in a circuit at any given instant is called a galvanometer. The theory of this instrument will be given in a later chapter (Chap. xiII).

For measuring the total quantity of electricity passing within a given time an instrument called a voltameter is sometimes used. The current, in passing through the voltameter, encounters a number of discontinuities of potential in crossing which electrical energy becomes transformed into chemical energy. Thus a voltameter is practically a voltaic cell run backwards. On measuring the amount of chemical energy which has been stored in the voltameter, we obtain a measure of the total quantity of electricity which has passed through the instrument.

## The Measurement of Resistance.

350. The Resistance Box. A resistance box is a piece of apparatus which consists essentially of a collection of coils of wire of known resistances, arranged so that any combination of these coils can be arranged in series. The most usual arrangement is one in which the two extremities of each coil are brought to the upper surface of the box, and are there connected to a thick band of copper which runs over the surface of the box. This
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band of copper is continuous, except between the two terminals of each coil, and in these places the copper is cut away in such a way that a copper plug can be made to fit exactly.into the gap, and so put the two sides of the gap in electrical contact through the plug. The arrangement is shewn diagrammatically in fig. 97 . When the plug is inserted in any gap $D E$, the plug and the coil beneath the gap $D E$ form two conductors in parallel connecting
the points $D$ and $E$. Denoting the resistances of the coil and plug by $R_{0}, R_{p}$, the resistance between $D$ and $E$ will be

$$
\frac{1}{\frac{1}{R_{c}}+\frac{1}{R_{p}}},
$$

and since $R_{p}$ is very small, this may be neglected. When the plug is removed, the resistance from $D$ to $E$ may be taken to be the resistance of the coil. Thus the resistance of the whole box will be the sum of the resistances of all the coils of which the plugs have been removed.
351. The Wheatstone Bridge. This is an arrangement by which it is possible to compare the resistances of conductors, and so determine an unknown resistance in terms of known resistances.

The "bridge" is represented diagrammatically in fig. 98. The current enters it at $A$ and leaves it at $D$, these points being connected by the lines
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$A B D, A C D$ arranged in parallel. The line $A D$ is composed of two conductors $A B, B D$ of resistances $R_{1}, R_{2}$, and the line $A C D$ is similarly composed of two conductors $A C, C D$ of resistances $R_{3}, R_{4}$.

If current is allowed to flow through this arrangement of conductors, it will not in general happen that the points $B$ and $C$ will be at the same potential, so that if $B$ and $C$ are connected by a new conductor, there will usually be a current flowing through $B C$. The method of using the Wheatstone bridge consists in varying the resistances of one or more of the conductors $R_{1}, R_{2}, R_{3}, R_{4}$ until no current flows through the conductor $B C$.

When the bridge is adjusted in this way, the points $B, C$ must be at the same potential, say $v$. Let $V_{A}, V_{D}$ denote the potentials at $A$ and $D$, and let the current through $A B D$ be $C$. Then, by Ohm's Law,
so that

$$
\begin{aligned}
V_{A}-v= & C R_{1}, \quad v-V_{D}=C R_{2}, \\
& \frac{R_{1}}{R_{2}}=\frac{V_{A}-v}{v-V_{D}} .
\end{aligned}
$$

From a similar consideration of the flow in $A C D$, we obtain
so that we must have

$$
\begin{align*}
& \frac{R_{3}}{R_{4}}=\frac{V_{A}-v}{v-V_{D}}, \\
& \frac{R_{1}}{R_{2}}=\frac{R_{3}}{R_{4}} \cdots \cdots \tag{272}
\end{align*}
$$

as the condition to be satisfied between the resistances when there is no current in $B C$.

Clearly by adjusting the bridge in this way we can determine an unknown resistance $R_{1}$ in terms of known resistances $R_{2}, R_{3}, R_{4}$. In the simplest form of Wheatstone's bridge, the line $A C D$ is a single uniform wire, and the position of the point $C$ can be varied by moving a "sliding contact" along the wire. The ratio of the resistances $R_{3}: R_{4}$ is in this case simply the ratio of the two lengths $A C, C D$ of the wire, so that the ratio $R_{1}: R_{3}$ can be found by sliding the contact $C$ along the wire $A C D$ until there is observed to be no current in $B C$, and then reading the lengths $A C$ and $C D$.

## Examples of Currents in a Network.

## I. Wheatstone's Bridge not in adjustneent.

352. The condition that there shall be no current in the "bridge" $B C$ in fig. 98 has been seen to be that given by equation (272).
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Suppose that this condition is not satisfied, and let us examine the flow of currents which then takes place in the network of conductors. Let the conductors $A B, B I, A C, C D$ as before be of resistances $R_{1}, R_{2}, R_{3}, R_{4}$, and let the currents flowing through them be denoted by $x_{1}, x_{2}, x_{3}, x_{1}$. Let the bridge $B C$ be of resistance $l_{b}$, and let the current flowing through it from $B$ to $C$ be $x_{b}$.

From Kirchhoff's Laws, we obtain the following equations:
$\begin{array}{lrll}\text { (Law I, point } B \text { ) } & x_{1}-x_{2}-x_{b}=0 & \ldots \ldots \ldots \ldots \ldots \text { (273), } \\ \text { (Law I, point C) } & x_{3}-x_{4}+x_{b}=0 & \ldots \ldots \ldots \ldots \ldots .(274), \\ \left.\text { (Law II, circuit } A B C^{\prime}\right) & x_{1} R_{1}+x_{b} R_{b}-x_{3} R_{3}=0 & \ldots \ldots \ldots \ldots \ldots .(275), \\ \text { (Law II, circuit BCD) } & x_{b} R_{b}+x_{4} R_{4}-x_{3} R_{3}=0 & \ldots \ldots \ldots \ldots \ldots .(276) .\end{array}$
These four equations enable us to determine the ratios of the five curr uts $x_{1}, x_{2}, x_{3}, x_{4}, x_{b}$. We may begin by eliminating $x_{2}$ and $x_{4}$ from equations (273), (274) and (276), and obtain

$$
x_{b}\left(R_{b}+R_{2}+R_{4}\right)+x_{\mathrm{s}} R_{4}-x_{1} R_{2}=0,
$$

and from this and equation (275),

The ratios of the other currents can be written down from symmetry.
If the total current entering at $A$ is denoted by $X$, we have $X=x_{1}+x_{3}$. Thus if each of the fractions of equations (277) is denoted by $\theta$,

$$
X=\theta\left\{\left(R_{1}+R_{3}\right)\left(R_{2}+R_{4}\right)+R_{b}\left(R_{1}+R_{2}+R_{3}+R_{4}\right)\right\} \ldots \ldots .(278),
$$

and this gives $\theta$, and hence the actual values of the currents, in terms of the total current entering at $A$.

The fall of potential from $A$ to $D$ is given by

$$
V_{A}-V_{D}=R_{1} x_{1}+R_{2} x_{2}
$$

and from equations (277) this is found to reduce to
where

$$
V_{A}-V_{D}=\lambda \theta,
$$

$$
\lambda=R_{1} R_{3}\left(R_{2}+R_{4}\right)+R_{2} R_{4}\left(R_{3}+R_{4}\right)+R_{b}\left(R_{1} R_{3}+R_{1} R_{4}+R_{1} R_{4}+R_{2} R_{3}\right),
$$

so that $\lambda$ is the sum of the products of the five resistances taken three at a time, omitting the two products of the three resistances which meet at the points $B$ and $C$.

There is now a current $X$ flowing through the network, and having a fall of potential $V_{A}-V_{D}$. Hence the equivalent resistance of the network

$$
\begin{aligned}
& =\frac{V_{1}-V_{D}}{\lambda} \\
& =\frac{\lambda \theta}{\ddot{X}} \\
& =\frac{\ddot{x}}{\left(R_{1}+\overline{R_{s}}\right)}\left(\overline{\left.R_{2}+R_{4}\right)+\overline{R_{b}}\left(R_{1}+R_{2}+R_{3}+R_{4}\right)},\right.
\end{aligned}
$$

by equation (278).
II. Telegraph wire with faults.
353. As a more complex example of the flow of electricity in a system of linear conductors, we may examine the case of a telegraph wire, in which there are a number of conuexions through which the current can leak to earth. Such leaks are technically known as "faults."
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Let $A B$ be the wire, and let $F_{1}, F_{3}, \ldots F_{n-1}, F_{n}$ be the points on it at which faults occur, the resistances through these faults being $R_{1}, R_{2}, \ldots$
$R_{n-1}, R_{n}$, and the resistances of the sections $A F_{1}, F_{1} F_{3}, \ldots F_{n-1} F_{n}$ and $F_{n} B$ being $r_{1}, r_{2}, \ldots r_{n}, r_{n+1}$. Let the end $B$ be supposed put to earth, and let the current be supposed to be generated by a battery of which one terminal is connected to $A$ while the other end is to earth.

The equivalent resistance of the whole network of conductors from $A$ to earth can be found in a very simple way. Current arriving at $F_{n}$ from the section $F_{n-1} F_{n}$ passes to earth through two conductors arranged in parallel, of which the resistances are $R_{n}$ and $r_{n+1}$. Hence the resistance from $F_{n}$ to earth is

$$
\frac{1}{\frac{1}{R_{n}}+\frac{1}{r_{n+1}}}
$$

and the resistance from $F_{n-1}$ to earth, through $F_{n}$, is

$$
\begin{equation*}
r_{n}+\frac{1}{\frac{1}{R_{n}}+\frac{1}{r_{n+1}}} \tag{279}
\end{equation*}
$$

Current reaching $F_{n-1}$ can, however, pass to earth by two paths, either through the fault at $F_{n-1}$, or past $F_{n}$. These paths may be regarded as arranged in parallel, their resistances being $R_{n-1}$ and expression (279) respectively. Thus the equivalent resistance from $F_{n-1}$ is

$$
\frac{1}{\frac{1}{R_{n-1}}+\frac{1}{r_{n}+\frac{1}{\frac{1}{R_{n}}+\frac{1}{r_{n+1}}}}}
$$

or, written as a continued fraction,

$$
\frac{1}{R_{n-1}^{-1}}+\frac{1}{r_{n}}+\frac{1}{R_{n}^{-1}}+\frac{1}{r_{n+1}} .
$$

We can continue in this way, until finally we find as the whole resistance from $A$ to earth,

$$
r_{1}+\frac{1}{R_{1}^{-1}}+\frac{1}{r_{2}}+\frac{1}{R_{2}^{-1}}+\cdots+\frac{1}{r_{n}}+\frac{1}{R_{n}^{-1}}+\frac{1}{r_{n+1}} .
$$

If the currents or potentials are required, it will be found best to attack the problem in a different manner.

Let $V_{A}, V_{1}, V_{2}, \ldots$ be the potentials at the points $A, F_{1}, F_{2}, \ldots$, then, by Ohm's Law,
the current from $F_{s-1}$ to $F_{s}=\frac{V_{s-1}-V_{s}}{r_{s}}$,

$$
\begin{aligned}
& " \quad \# \quad, \quad F_{s} \text { to } F_{s+1}=\frac{V_{s}-V_{s+1}}{r_{s+1}}, \\
& " \quad " \quad \text { F } F_{s} \text { through the fault }=\frac{V_{s}}{R_{s}} .
\end{aligned}
$$

Hence, by Kirchhoff's first law,

$$
\begin{gathered}
\frac{V_{t-1}-V_{s}}{r_{t}}-\frac{V_{t}-V_{s+1}}{r_{s+1}}-\frac{V_{t}}{R_{t}}=0, \\
V_{s+1} r_{t+1}^{-1}-V_{s}\left(R_{t}^{-1}+r_{t}^{-1}+r_{t+1}^{-1}\right)+V_{t-1} r_{t}^{-1}=0,
\end{gathered}
$$

or
and from this and the system of sinilar equations, the potentials may be found.

If all the $R$ 's are the same, and also all the $r$ 's are the same, the equation reduces to a difference equation with constant coefficients. These conditions might arise approximately if the line were supported by a series of similar imperfect insulators at equal distances apart. The difference equation is in this case seen to be

$$
V_{s+1}-V_{s}^{\prime}\left(2+\frac{r}{R}\right)+V_{s-1}=0,
$$

and if we put

$$
1+\frac{r}{2 R}=\cosh a,
$$

the solution is known to be

$$
V_{s}=A \cosh s \alpha+B \sinh s \alpha
$$

$\qquad$
in which $A$ and $B$ are constants which must be determined from the conditions at the ends of the line. For instance to express that the end $B$ is to earth, we have $V_{n+1}=0$, and therefore

$$
A=-B \tanh (n+1) \alpha .
$$

## III. Submurine cable imperfectly insulated.

354. If we pass to the limiting case of an infinite number of faults, we have the analysis appropriate to a line from which there is leakage at every point. The conditions now contemplated may be supposed to be realised in a submarine cable in which, owing to the imperfection of the insulating sheath, the current leaks through to the sea at every point.
'The problem in this form can also be attacked by the methods of the infinitesimal calculus. Let $V$ be the potential at a distance $x$ along the cable, $V$ now being regarded as a continuous function of $x$. Let the resistance of the cable be supposed to be $R$ per unit length, then the resistance from $x$ to $x+d x$ will be $R d x$. The resistance of the insulation from $x$ to $x+d x$, being inversely proportional to $d x$, may be supposed to be $\frac{S}{d x}$.

Let $C$ be the current in the cable at the point $x$, so that the leak from the cable between the points $x$ and $x+d x$ is $-\frac{d C}{d x} d x$. This leak is a current
which flows through a resistance $\frac{S}{d x}$ with a fall of potential $V$. Hence by Ohm's Law,
or

$$
\begin{gather*}
V=-\frac{d C}{d x} d x\left(\frac{S}{d x}\right), \\
\frac{d G}{d x}=-\frac{V}{S} \ldots \ldots . \tag{281}
\end{gather*}
$$

Also, the fall of potential along the cable from $x$ to $x+d x$ is $-\frac{d V}{d x} d x$, the current is $C$, and the resistance is $R d x$. Hence by Ohm's Law,

$$
\begin{equation*}
-\frac{d V}{d x}=R C . \tag{282}
\end{equation*}
$$

Eliminating $C$ from equations (281) and (282), we find as the differential equation satisfied by $V$,

$$
\frac{d}{d x}\left(\frac{1}{R} \frac{d V}{d x}\right)=\frac{V}{S}
$$

If $R$ and $S$ have the same values at all points of the cable, the solution of this equation is

$$
V=A \cosh \sqrt{\frac{\bar{R}}{S}} x+B \sinh \sqrt{\frac{\bar{R}}{S}} x_{2}
$$

which is easily seen to be the limiting form assumed by equation (280).
Generation of Heat in Conductors.

## I'lie Joule Effect.

355. Let $P, Q$ be any two points in a linear conductor, let $V_{P}, V_{Q}$ be the potentials at these points, $\boldsymbol{R}$ the resistance between them, and $x$ the current flowing from $P$ to $Q$. Then, by Ohm's Law,

$$
V_{P}-V_{Q}=R x .
$$

In moving a single unit of electricity from $Q$ to $P$ an amount of work is done against the electric field equal to $V_{P}-V_{Q}$. Hence when a unit of electricity passes from $P$ to $Q$, there is work done on it by the electric field of amount $V_{P}-V_{Q}$. The encrgy represented by the work shews itself in a heating of the conductor.

The electron theory gives a simple explanation of the mechanism of this transform.ttion of energy. The electric forces do work on the elcctrons in driving them through the field. The total kinetic energy of the electrons can, as we have seen ( $\$ 345 a$ ), be regarded as made up of two parts, the energy of raudom motion and the encrgy of forward motion. The work done by the electric field goes directly towards increasing this second part of the kinetic energy of the electrons. But after a number of collisions the direction of the velocity of forward motion is completely changed, and the energy of this motion has become indistinguishable from the energy of the random motion of the electrons. Thus the collisions are continually transforming forward motion into random motion, or what is the same thing, into heat.

We are supposing that $x$ units of electricity pass per unit time from $P$ to $Q$. Hence the work done by the electric field per unit time within the region $P Q$ is $x\left(V_{P}-V_{Q}\right)$, and this again, by equation (2S3), is equal to $R x^{2}$.

Thus in unit time, the heat generated in the section $P Q$ of the conductor represents $R x^{2}$ units of mechanical energy. Each unit of energy is equal to $\frac{1}{J}$ units of heat, where $J$ is the " mechanical equivalent of heat." Thus the number of heat-units developed in unit time in the conductor $P Q$ will be

It is important to notice that in this formula $x$ and $\mathcal{L}$ are measured in electrostatic units. If the values of the resistance and current are given in practical units, we must transtorm to electrostatic units before using formula (284)

Let the resistance of a conductor be $R^{\prime}$ ohms, and let the current flowing through it be $x^{\prime}$ ampères. Then, in electrostatic units, the values of the resistance $\boldsymbol{R}$ and the current $x$ are given by

$$
R=\frac{R^{\prime}}{9 \times \frac{1}{1} 0^{\overline{1}}} \text { and } x=3 \times 10^{9} x^{\prime}
$$

Thus the number of heat-units produced per unit time is

$$
\frac{R x^{2}}{J}=\frac{\left(3 \times 10^{9}\right)^{9}}{9 \times 10^{11} . .0} R^{\prime} x^{\prime 2}
$$

and on substituting for $J$ its value $4.2 \times 10^{7}$ in c.a.s. centigrade units, this becomes

$$
0 \cdot 24 R^{\prime} \imath^{\prime 2} .
$$

## Generation of Heat a mininum.

356. In general the solution of any physical problem is arrived at by the solution of a system of equations, the number of these equations being equal to the number of unknown quantities in the problem. The condition that any function in which these unknown quantities enter as variables shall be a maximum or a minimum, is also arrived at by the solution of an equal number of equations. If it is possible to discover a function of the unknown quantities such that the two systems of equations become identical,-i.e. if the equations which express that the function is a maximum or a minimum are the same as those which contain the solution of the physical problemthen we may say that the solution of the problem is contained in the single statement that the function in question is a maximum or a minimum.

Examples of functions which serve this purpose are not hard to find. In § 189, we proved that when an electrostatic system is in equilibrium, its potential energy is a minimum. Thus the solution of any electrostatic problem is contained in the single statement that the function which
expresses the potential energy is a minimum. Again, the solution of any dynamical problem is contained in the statement that the "action" is a minimum, while in thermodynamics the equilibrium state of any system can be expressed by the condition that the "entropy" shall be a maximum. It will now be shewn that the function which expresses the total rate of generation of heat plays a similar rôle in the theory of steady electric currents.
357. Theorem. When a steady current fows through a network of conductors in which no discontinuities of potential occur (and which, therefore, contains no batteries), the currents are distributed in such a way that the rate of generation of heat in the network is a minimum, subject only to the conditions imposed by Kirchhoff's first law; and conversely.

To prove this, let us select any closed circuit $P Q R \ldots P$ in the network, and let the currents and resistances in the sections $P Q, Q R, \ldots$ be $x_{1}, x_{2}, \ldots$ and $R_{1}, R_{2}, \ldots$ Let the currents and resistances in those sections of the network which are not included in this closed circuit be denoted by $x_{a}, x_{b}, \ldots$ and $R_{a}, R_{b}, \ldots$. Then the total rate of production of heat is

$$
\begin{equation*}
\Sigma R_{a} x_{a}{ }^{2}+\Sigma R_{1} x_{1}^{2} \tag{285}
\end{equation*}
$$

A different arrangement of currents, and one moreover which does not violate Kirchhoff's first law, can be obtained in imagination by supposing all the currents in the circuit $P Q R \ldots P$ increased by the same amount $\epsilon$. The total rate of production of heat is now

$$
\Sigma R_{a} x_{a^{2}}+\Sigma R_{1}\left(x_{1}+\epsilon\right)^{2},
$$

and this exceeds the actual rate of production of heat, as given by expression (285), by

$$
\Sigma R_{1}\left(2 x_{1} \epsilon+\epsilon^{2}\right)
$$

Now if the original distribution of currents is that which actually occurs in nature, then

$$
\Sigma R_{1} x_{i}=0,
$$

by Kirchhoff's second law. Thus the rate of production of heat, under the new imaginary distribution of currents, exceeds that in the actual distribution by $\epsilon^{\top} \Sigma R_{1}$, an essentially positive quantity.

The most general alteration which can be supposed made to the original system of currents, consistently with Kirchhoff's first law remaining satisfied, will consist in superposing upon this system a number of currents flowing in closed circuits in the network. One such current is typified by the current $\epsilon$, already discussed. If we have any number of such currents, the resulting increase in the rate of heat-production

$$
=\Sigma R_{1}\left(x_{1}+\epsilon+\epsilon^{\prime}+\epsilon^{\prime \prime}+\ldots\right)^{2}-\Sigma R_{1} x_{1}^{2},
$$

where $\epsilon, \epsilon^{\prime}, \epsilon^{\prime \prime}, \ldots$ are the additional currents flowing through the resistance $R_{1}$. As before this expression

$$
\begin{aligned}
& =2 \Sigma R_{1} x_{1}\left(\epsilon+\epsilon^{\prime}+\epsilon^{\prime \prime}+\ldots\right)+\sum R_{1}\left(\epsilon+\epsilon^{\prime}+\epsilon^{\prime \prime}+\ldots\right)^{2} \\
& =\Sigma R_{1}\left(\epsilon+\epsilon^{\prime}+\epsilon^{\prime \prime}+\ldots\right)^{2},
\end{aligned}
$$

by Kirchhoff's second law. This is an essentially positive quantity, so that any alteration in the distribution of the currents increases the rate of heatproduction. In other words, the original distribution was that in which the rate was a minimum.

To prove the converse it is sufficient to notice that if the rate of heatproduction is given to be a minimum, then expression (286) must vanish as far as the first power of $\epsilon$, so that we have

$$
\grave{\Sigma} R_{1} x_{1}=0 .
$$

and of course similar equations for all other possible closed circuits. These, however, are known to be the equations which determine the actual distribution.
358. Theorem. When a system of steady currents flows through a network of conductors of resistances $R_{1}, R_{2}, \ldots$, containing butteries of electromutive forces $E_{1}, E_{2}, \ldots$, the currents $x_{1}, x_{2}, \ldots$ are distributed in such a way that the function

$$
\begin{equation*}
\Sigma R x^{2}-2 \leq E x \tag{287}
\end{equation*}
$$

is a minimum, subject to the conditions imposed by Kirchhoff's first law; and conversely.

As before, we can imagine the most general variation possible to consist of the superposition of small currents $\epsilon, \epsilon^{\prime}, \epsilon^{\prime \prime}, \ldots$ flowing in closed circuits. The increase in the function (287) produced by this variation is

$$
\begin{align*}
\Sigma R\left[\left(x+\epsilon+\epsilon^{\prime}+\ldots\right)^{2}-\right. & \left.x^{2}\right]-2 \Sigma E\left[\left(x+\epsilon+\epsilon^{\prime}+\ldots\right)-x\right] \\
& =2 \epsilon \cdot(\Sigma R x-\Sigma E)+2 \epsilon^{\prime}(\ldots)+\ldots \\
& +\Sigma R\left(\epsilon+\epsilon^{\prime}+\ldots\right)^{2} \ldots \ldots \ldots \ldots \ldots . . \tag{288}
\end{align*}
$$

If the system of currents $x, x^{\prime}, \ldots$ is the natural system, then the first line of this expression vanishes by Kirchhoff's second law (cf. equations (270)), and the increase in heat-production is the essentially positive quantity

$$
\Sigma R\left(\epsilon+\epsilon^{\prime}+\ldots\right)^{2}
$$

shewing that the original value of function (287) must have been a minimum.
Conversely, if the original value of function (287) was given to be a minimum, then expression (288) must vanish as far as first powers of $\epsilon, \epsilon^{\prime}, \ldots$, so that we must have

$$
\Sigma R x=E, \text { etc. }
$$

shewing that the currents $x, x^{\prime}, \ldots$ must be the natural system of currents.
359. Theorem. If two points $A, B$ are connected by a network of conductors, $a$ decrease in the resistance of any one of these conductors will decrease (or, in special cases, leave unaltered) the equivalent resistance from $A$ to $B$.

Let $x$ be the current flowing from $A$ to $B, R$ the equivalent resistance of the network, and $V_{A}-V_{B}$ the fall of potential. The generation of heat per unit time represents the energy set free by $x$ units moving through a potential-difference $\nabla_{A}-V_{B}$. Thus the rate of generation of heat is

$$
x\left(V_{A}-V_{B}\right),
$$

or. since $V_{A}-V_{B}=R x$, the rate of generation of heat will be $R x^{2}$.
Let the resistance of any single conductor in the network be supposed decreased from $R_{1}$ to $R_{1}^{\prime}$, and let $x_{1}$ be the current originally flowing through the network. If we imagine the currents to remain unaltered in spite of the change in the resistance of this conductor, then there will be a decrease in the rate of heat-production equal to $\left(R_{1}-R_{1}^{\prime}\right) x_{1}{ }^{2}$. The currents now flowing are not the natural currents, but if we allow the current entering the network to distribute itself in the natural way, there is, by § 357, a further decrease in the rate of heat-production. Thus a decrease in the resistance of the single conductor has resulted in a decrease in the natural rate of heatproduction.

If $R, R^{\prime}$ are the equivalent resistances before and after the change, the two rates of heat-production are $R x^{2}$ and $R^{\prime} x^{2}$. We have proved that $R^{\prime} x^{2}<R x^{2}$, so that $R^{\prime}<R$, proving the theorem.

## General Theory of a Network.

360. In addition to depending on the resistances of the conductors, the flow of currents through a network depends on the order in which the conductors are connected together, but not on the geometrical shapes, positions or distances of the conductors. Thus we can obtain the most general case of flow through any network by considering a number of points $1,2, \ldots n$, connected in pairs by conductors of general resistances which may be denoted by $R_{12}, R_{22}, \ldots$. If, in any special problem, any two points $P, Q$ are not joined by a conductor, we must simply suppose $R_{P Q}$ to be infinite. Discontinuities of potential must not be excluded, so we shall suppose that in passing through the conductor $P Q$, we pass over discontinuities of algebraic sum $E_{P Q}$. This is the same as supposing that there are batteries in the arm $P Q$ of total electromotive force $E_{P Q}$. We shall suppose that the current flowing in $P Q$ from $P$ to $Q$ is $x_{P Q}$, and shall denote the potentials at the points $1,2, \ldots$ by $V_{1}, V_{2}, \ldots$.

The total fall of potential from $P$ to $Q$ is $V_{P}-V_{Q}$, but of this an amount
$-E_{P Q}$ is contributed by discontinuities, so that the aggregate fall from $P$ to $Q$ which arises from the steady potential gradient in conductors will be

$$
V_{P}-V_{Q}+E_{P Q} .
$$

Hence, by Ohm's Law,

$$
V_{P}-V_{Q}+E_{P Q}=R_{P Q} x_{P Q} .
$$

If we introduce a symbol $K_{P Q}$ to denote the conductivity $\frac{1}{R_{P Q}}$, we have the current given by

$$
\begin{equation*}
x_{P Q}=K_{P Q}\left(V_{P}-V_{Q}+E_{P Q}\right) \tag{289}
\end{equation*}
$$

Suppose that currents $X_{1}, X_{2}, \ldots$ enter the system from outside at the points $1,2, \ldots$, then we must have

$$
X_{1}=x_{12}+x_{13}+x_{14}+\ldots,
$$

since there is to be no accumulation of electricity at the point 1 . and so on for the points 2, 3, ... Substituting from equations (280) into the right hand of this equation,

$$
\begin{align*}
X_{1}= & K_{12}\left(V_{1}-V_{2}+E_{12}\right)+K_{13}\left(V_{1}-V_{3}+E_{13}\right)+\ldots \\
= & V_{1}\left(K_{12}+K_{13}+\ldots\right) \\
& \quad-\left(K_{12} V_{2}+K_{13} V_{3}+\ldots\right)+K_{12} E_{12}+K_{13} E_{13}+\ldots \tag{290}
\end{align*}
$$

The symbol $K_{P P}$ has so far had no meaning assigned to it. Let us use it to denote $-\left(K_{P_{1}}+K_{P 2}+K_{P 3}+\ldots\right)$; then equation (290) may be written in the more concise form

$$
X_{1}=-\left(K_{11} V_{1}+K_{12} V_{2}+\ldots\right)+K_{12} E_{12}+K_{13} E_{13}+\ldots
$$

There are $n$ equations of this type, but it is easily seen that they are not all independent. For if we add corresponding members we obtain

$$
X_{1}+X_{2}+\ldots+X_{n}=-\frac{n}{1} V\left(K_{11}+K_{12}+\ldots+K_{1 n}\right)+\Sigma \Xi\left(K_{P Q} E_{P Q}+K_{Q P} E_{Q P}\right) .
$$

The first term on the right vanishes on account of the meaning which has been assigned to $K_{11}$, etc.; while the second term vanishos beciulse $E_{P Q}=-E_{Q P}$, while $K_{P Q}=K_{\mathbf{Q P}}$. Thus the equation reduces to

$$
X_{1}+X_{2}+\ldots+X_{n}=0,
$$

which simply expresses that the total flow into the network is equal to the total flow out of it, a condition which must be satisfied by $X_{1}, X_{2}, \ldots X_{n}$ at the outset. Thus we arrive at the conclusion that the equations of system (291) are not independent.

This is as it should be, for if the equitions were ind pendent, we should have $n$ equations from which it would be possible to determine the values of $V_{1}, P_{2}, \ldots$ in terms of $X_{1}, X_{2}, \ldots$; wherens clearly from a knowledgo of the currents entering the network, we must be ablo to deternine differences of potential only, and not absolute valucs.

To the right-hand side of equation (291), let us add the expression

$$
\left(K_{11}+K_{12}+\ldots+K_{1 n}\right) V_{n},
$$

of which the value is zero by the definition of $K_{\mathrm{u}}$. The equation becomes

$$
\begin{aligned}
K_{11}\left(V_{1}-V_{n}\right)+K_{19}\left(V_{1}-V_{n}\right)+ & \ldots+K_{2, n-1}\left(V_{n-1}-V_{n}\right) \\
& =-X_{1}+K_{19} E_{19}+K_{19} E_{13}^{\prime}+\ldots+K_{1 n} E_{1 n} .
\end{aligned}
$$

There are $n$ equations of this type in all. Of these the first ( $n-1$ ) may be regarded as a system of equations determining

$$
V_{1}-V_{n}, V_{2}-V_{n}, \ldots, V_{n-1}-V_{n}
$$

That these equations are independent will be seen $\alpha$ posteriori from the fact that they enable us to determine the values of the $n-1$ independent quantities

$$
V_{1}-V_{n}, V_{2}-V_{n}, \ldots, V_{n-1}-V_{n} .
$$

Solving these equations, we have

$$
\begin{aligned}
& V_{1}-V_{n}
\end{aligned}
$$

The current flowing in conductor $1 n$ follows at once from equation (289), and the currents in the other conductors can be written down from symmetry.

If we denote the determinant in the denominator of the foregoing equation by $\Delta$, and the minor of the term $K_{P Q}$ by $\Delta_{P Q}$, we find that the value of $V_{1}-V_{n}$ can be expressed in the form

$$
\begin{align*}
V_{1}-V_{n}= & \left(-X_{1}+K_{12} E_{12}+\ldots+K_{1 n} E_{1 n}\right) \frac{\Delta_{12}}{\Delta} \\
& +\left(-X_{2}+K_{21} E_{21}^{\prime}+\ldots+K_{2 n} E_{2 n}\right) \frac{\Delta_{21}}{\Delta}+
\end{align*}
$$

361. Suppose first that the whole system of currents in the network is produced by a current $X$ entering at $P$ and leaving at $Q$, there being no batteries in the network. Then all the $E^{n}$ s vanish, and all the $X^{\prime}$ 's vanish except $X_{P}$ and $X_{Q}$, these being given by

$$
X_{P}=-X_{Q}=X .
$$

Equation (292) now becomes

$$
\begin{aligned}
V_{1}-V_{n} & =-X_{P} \frac{\Delta_{P 1}}{\Delta}-X_{q} \frac{\Delta_{Q 1}}{\Delta} \\
& =\frac{X}{\Delta}\left(\Delta_{Q 1}-\Delta_{P 1}\right),
\end{aligned}
$$

so that

$$
\begin{align*}
V_{1}-V_{2} & =\left(V_{1}-V_{n}\right)-\left(V_{2}-V_{n}\right) \\
& =\frac{X}{\Delta}\left(\Delta_{Q_{1}}-\Delta_{Q_{2}}-\Delta_{P_{1}}+\Delta_{P 2}\right) . \tag{293}
\end{align*}
$$

Replacing 1,2 by $P, Q$ and $P, Q$ by 1,2 , we find that if a current $X$ enters the network at 1 and leaves it at 2 , the fall of potential from $P$ to $Q$ is

$$
\begin{equation*}
V_{P}-V_{Q}=\frac{X}{\Delta}\left(\Delta_{2 P}-\Delta_{2 Q}-\Delta_{1 P}+\Delta_{1 Q}\right) \tag{294}
\end{equation*}
$$

and since $\Delta_{r t}=\Delta_{s r}$, it is clear that the right-hand members of equations (293) and (294) are identical.

From this we have the theorem:
The potential-fall from $A$ to $B$ when unit current traverses the network from $C$ to $D$ is the same as the potential-fall from $C$ to $D$ when unit current traverses the network from $A$ to $B$.
362. Let it now be supposed that the whole How of current in the network is produced by a battery of electromotive force $E$ placed in the conductor $P Q$. We now take all the $X$ 's equal to zero in equation (292) and all the $E$ 's equal to zero except $E_{P Q}$ which we put equal to $E$, and $E_{Q P}$ which we put equal to $-E$. We then have

$$
\begin{align*}
V_{1}-V_{n} & =K_{P Q} E_{P Q} \frac{\Delta_{P 1}}{\Delta}+K_{Q P} E_{Q P} \frac{\Delta_{Q 1}}{\Delta} \\
& =\frac{K_{P Q}}{\Delta} \underline{E}^{\prime}\left(\Delta_{P 1}-\Delta_{Q 1}\right) . \\
V_{1}-V_{2} & =\frac{K_{P Q} E^{\prime}}{\Delta}\left(\Delta_{P 1}-\Delta_{P 2}-\Delta_{Q 1}+\Delta_{Q 2}\right) \tag{295}
\end{align*}
$$

Hence
and, by equation (289), the current flowing in the arm 12 is

$$
\begin{equation*}
x_{12}=\frac{K_{12} K_{r Q} E}{\Delta}\left(\Delta_{P 1}-\Delta_{12}-\Delta_{Q_{1}}+\Delta_{Q_{2}}\right) . \tag{2!}
\end{equation*}
$$

This expression remains unaltered if we replace 1,2 by $P, Q$ and $P, Q$ la 1, 2. From this we deduce the theorem:

The current which flows from $A$ to $B$ when an elestromutive force $E$ is introduced into the arm C'D of the network, is equal to the current which flulls from $C$ to $D$ when the same electromutive force is introlluced into the arm $A B$.

## Conjugate Conductors.

363. The same expression occurs as a factor in the right-hand members of each of the equations (293), (294), (295), and (296), namely,

$$
\begin{equation*}
\Delta_{P 1}+\Delta_{Q_{2}}-\Delta_{Q_{1}}-\Delta_{P 2} . \tag{297}
\end{equation*}
$$

If this expression vanishes, the two conductors 12 and $P Q$ are said to be "conjugate."

By examining the form assumed by equations (293) to (296), when expression (297) vanishes, we obtain the following theorems.

Theorem I. If the conductors $A B$ and $C D$ are conjugate, a current entering at $A$ and leaving at $B$ will produce no current in CD. Similarly, $a$ current entering at $C$ and leaving at $D$ will produce no current in $A B$.

Theorem II. If the conductors $A B$ and $C D$ are conjugate, a battery introduced into the arm $A B$ produces no current in CD. Similarly, a battery introduced into the arm CD produces no current in AB.

As an illustration of two conductors which are conjugate, it may be noticed that when the Wheatstone's Bridge (§ 352) is in adjustment, the conductors $A D$ and $B C$ are conjugate.

## E'quations expressed in Symmetrical Form.

364. The determinant $\Delta$ is not in form a symmetric function of the $n$ points $1,2, \ldots, n$, so that equations and conditions which must necessarily involve these $n$ points symmetrically have not yet been expressed in symmetrical form.

We have, for instance,
in which the points which enter unsymmetrically are not only 1 and 3 , but also $n$. Similarly, we have
so that, on subtraction,

$$
\Delta_{13}-\Delta_{14}=\left|\begin{array}{lllll}
K_{21}, & K_{22}, & K_{25}+K_{24}, & K_{25}, & \ldots, K_{2, n-1} \\
K_{31}, & K_{32}, & K_{23}+K_{34}, & K_{25}, & \ldots, K_{3, n-1} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|
$$

From the relation

$$
\begin{equation*}
K_{P 1}+K_{P 2}+\ldots+K_{P, n-1}+K_{P, n}=0 \tag{298}
\end{equation*}
$$

it follows that the sum of all the terms in the first row of the above determinant is equal to $-K_{2, n}$, the sum of all the terms in the second row is equal to $-K_{2, n}$, and so on. Thus the equation may be replaced by
and similarly,

These two determinants differ only in their first row, so that on subtraction,

$$
\begin{aligned}
& \left(\Delta_{12}-\Delta_{14}\right)-\left(\Delta_{21}-\Delta_{21}\right) \\
& =(-1)^{n}\left|\begin{array}{llll}
K_{11}+K_{n 1}, & K_{12}+K_{21}, & K_{16}+K_{28}, & \ldots, K_{1, n}+K_{2, n} \\
K_{13}, & K_{n}, & K_{33}, & \ldots, K_{3, n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right|
\end{aligned}
$$

the last transformation being effected by the use of relation (298).
The relation which has now been obtained is in a symmetrical shape. If $D$ is a symmetrical determinant given by

$$
D \equiv\left|\begin{array}{lllll}
K_{11}, & K_{12}, & K_{13}, & \ldots, & K_{1, n} \\
K_{n 1}, & K_{n}, & K_{23} & \ldots, & K_{2, n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
K_{n, 1}, & K_{n, 2}, & K_{n, 3}, & \ldots, & K_{n, n}
\end{array}\right|
$$

then the determinant on the right-hand of equation (299) is obtained from $D$ by striking out the lines and columns which contain the terms $K_{\mathbf{2 s}}$ and $K_{\mathbf{q}}$. Thus equation (299) may be written in the form

$$
\Delta_{12}+\Delta_{24}-\Delta_{25}-\Delta_{14}=\frac{\partial^{2} D}{\partial K_{13} \partial K_{24}}
$$

Again the determinant $\Delta$ given by
may be written in the form

$$
\Delta=\frac{\partial D}{\partial K_{n, n}} .
$$

This is not of symmetrical form, for the point $n$ enters unsymmetrically. We can, however, easily shew that the value of $\Delta$ is symmetrical, although its form is unsymmetrical.

By application of relation (298), we can transform equation (300) into

$$
\begin{aligned}
& \Delta=\left\lvert\, \begin{array}{ccccc}
-K_{n, 1}, & -K_{n, 2}, & -K_{n, s}, & \ldots, & -K_{n, n-1} \\
K_{21}, & K_{27}, & K_{23}, & \ldots, & K_{n, n-1}
\end{array}\right. \\
& K_{n-1,1}, \quad K_{n-1,2}, \quad K_{n-1,3}, \ldots, \quad K_{n-1, n-1}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\partial D}{\partial K_{11}} .
\end{aligned}
$$

Thus $\Delta$ is the differential cocfficient of $D$ with respect to either $\boldsymbol{K}_{11}$ or $K_{n, n}$, or of course with respect to any other one of the terms in the leading diagonal of $D$. Thus, if $K$ denote any term in the leading diagonal of $D$, we have

$$
\Delta=\frac{\partial D}{\partial K},
$$

and this virtually expresses $\Delta$ in a symmetrical form.
We can now express in symmetrical form the relations which have been obtained in $\S \S 360$ to 362 , as follows:
I. (\$ 362.) The conductur's 1,2 and $P, Q$ will be conjugate if

$$
\frac{\partial^{2} D}{\partial K_{1, p} \partial K_{2,4}}=0 .
$$

II. (Equation 293.) If the conductors 1, 2 and $P, Q$ are not conjugate, a current $X$ ontering at $P$ and leaving at $Q$ produces in 1, 2 a fall of potential given by

$$
V_{1}-V_{2}=-X \frac{\frac{\partial^{2} D}{\partial K_{1,2} \partial K_{2,9}}}{\frac{\partial D}{\partial K}}
$$

III. (Equation 295.) If the conductors 1,2 and $P, Q$ are not conjugate, a battery of electromotive force $E$ placed in the arm $P Q$ produces in 1, 2 a fall of potential given by

$$
V_{1}-V_{2}=K_{P Q} E \frac{\frac{\partial^{2} D}{\partial K_{1, \mathrm{P}} \partial K_{2, \mathrm{Q}}}}{\frac{\partial D}{\partial K}}
$$

and a current from 1 to 2 given by

$$
\alpha_{12}=E \frac{K_{12} K_{P Q} \frac{\partial^{2} D}{\partial K_{2, P} \partial K_{2, Q}} .}{\frac{\partial D}{\partial \bar{K}}} .
$$

All these results and formulæ obtain illustration in the results already obtained for the Wheatstone's Bridge in $\S \$ 351$ and 352.

## Slowly-varying Currents.

365. All the analysis of the present chapter has proceeded upon the assumption that the currents are absolutely steady, shewing no variation with the time. Changes in the strength of electric currents are in general accompanied by a series of phenomena, which may be spoken of as "induction phenomena," of which the discussion is beyond the scope of the present chapter. If, however, the rate of change of the strength of the currents is very small, the importance of the induction phenomena also becomes very small, so that if the variation of the currents is slow, the analysis of the present chapter will give a close approximation to the truth. This method of dealing with slowly-varying currents will be illustrated by two examples.

## I. Discharge of a Condenser through a high Resistance.

366. Let the two plates $A, B$ of a condenser of capacity $C$ be connected by a conductor of high resistance $R$, and let the condenser be discharged by leakage through this conductor. At any instant let the potentials of the two plates be $V_{A}, V_{B}$, so that the charges on these plates will be $\pm C\left(V_{A}-V_{B}\right)$. Let $i$ be the current in the conductor, measured in the direction from $A$ to $B$.

Then, by Ohm's Law,

$$
V_{A}-V_{B}=R i,
$$

whence we find that the charges on plates $A$ and $B$ are respectively $+C R i$ and -CRi. Since $i$ units leave plate $A$ per unit time, we must have

$$
\frac{d}{d t}(C R i)=-i
$$

a differential equation of which the solution is

$$
i=i_{0} e^{-\frac{t}{C R}}
$$

where $i_{0}$ is the current at time $t=0$. The condition that the strength of the current shall only vary slowly is now seen $d$ posteriori to be that $C R$ shall be large.

At time $t$ the charge on the plate $A$ is $C R i$ or

$$
C R i_{0} e^{-\frac{t}{C R}}
$$

This may be written as

$$
Q_{0} e^{-\frac{t}{C R}}
$$

where $Q_{0}$ is the charge at time $t=0$. Thus both the charge and the current are seen to fall off exponentially with the time, both having the same modulus of decay $C R$.

Later (§516) we shall examine the same problem but without the limitation that the current only varies slowly.

## II. Transmission of Signals along a Cable.

367. It has already been mentioned that a cable acts as an clectrostatic condenser of considerable capacity. This fact retards the transmission of signals, and in a cable of high-capacity, the rate of transmission may be so slow that the analysis of the present chapter can be used without serious

Let $x$ be a coordinate which measures distances along the cable, let $V, i$ be the potential at $x$ and the current in the direction of $x$-incroasing, and let $K$ and $R$ be the capacity and resistance of the cable per unit length, these latter quantities being supposed independent of $x$.

The section of the cable between points $A$ and $B$ at distances $x$ and $x+d x$ is a condenser of capacity $K d x$, and is at the same time a conductor
of resistance $R d x$. The potential of the condenser is $V$, so that its charge is $V K d x$. The fall of potential in the conductor is

$$
V_{A}-V_{B}=-\frac{\partial V}{\partial x} d x,
$$

so that by Ohm's Law,

$$
-\frac{\partial V}{\partial x} d x=i R d x
$$

The current enters the section $A B$ at a rate $i$ units per unit time, and leaves at a rate of $i+\frac{\partial i}{\partial x} d x$ units per unit time. Hence the charge in this section decreases at a rate $\frac{\partial i}{\partial x} d x$ per unit time, so that we must have

$$
\begin{equation*}
\frac{\partial}{\partial t}(V K d x)=-\frac{\partial i}{\partial x} d x \tag{302}
\end{equation*}
$$

Eliminating $i$ from equations (301) and (302), we obtain

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial \omega^{2}}=K R \frac{\partial V}{\partial t} . \tag{303}
\end{equation*}
$$

368. This equation, being a partial differential equation of the second order, must have two arbitrary functions in its complete solution. We shall shew, however, that there is a particular solution in which $V$ is a function of the single variable $x / \sqrt{ } t$, and this solution will be found to give us all the information we require.

Let us introduce the new variable $u$, given by $u=x / \sqrt{ } t$, and let us assume provisionally that there is a solution $V$ of equation (303) which is a function of $u$ only. For this solution we must have

$$
\begin{gathered}
\frac{\partial^{2} V}{\partial x^{2}}=\frac{1}{t} \frac{d^{2} V}{d u^{2}}, \\
\frac{\partial V}{\partial t}=\frac{d V}{d u} \frac{\partial u}{\partial t}=-\frac{1}{2} \frac{x}{\sqrt{t^{3}}} \frac{d V}{d u},
\end{gathered}
$$

so that equation (303) becomes

$$
\begin{align*}
\frac{d^{2} V}{d u^{2}} & =t K R\left(-\frac{1}{2} \frac{a}{\sqrt{t}{ }^{\frac{2}{2}}} \frac{d V}{d u}\right) \\
& =-\frac{1}{2} K R u \frac{d V}{d u} \ldots \ldots . \tag{304}
\end{align*}
$$

The fact that this equation involves $V$ and $u$ only, shews that there is an integral of the original equation for which $V$ is a function of $u$ only. This integral is easily obtained, for equation (304) can be put in the form
whence

$$
\begin{gathered}
\frac{d}{d u}\left(\log \frac{d V}{d u}\right)=-\frac{1}{2} K R u \\
\frac{d V}{d u}=C e^{-\frac{1}{2} K R u^{2}}
\end{gathered}
$$

in which $C$ is a constant of integration.

Integrating this, we find that the solution for $V$ is

$$
V=C \int^{u} e^{-\frac{1}{2 R} u^{2}} d u,
$$

in which the lower limit to the integral is a second constant of integration. Introducing a new variable $y$ such that $y^{2}=\frac{1}{4} K R u^{2}$, and changing the constants of integration, we may write the solution in the form

$$
\begin{equation*}
V=V_{0}+C^{\prime} \int_{\infty}^{y=\frac{1}{2} x \sqrt{K R / t}} e^{-y^{2}} d y \tag{305}
\end{equation*}
$$

369. We must remember that this is not the general solution of equation (303), but is simply one particular solution. Thus the solution cannot be adjusted to satisfy any initial and boundary conditions we please, but will represent only the solution corresponding to one definite set of initial and boundary conditions. We now proceed to examine what these conditions arr.

At time $t=0$, the value of $x / \sqrt{ } t$ is infinite except at the point $x=0$. Thus except at this point, we have $V=V_{0}$ when $t=0$. At this point the value of $x / \sqrt{ } t$ is indeterminate at the actual instant $t=0$, but immediately after this instant assumes the value zero, which it retains through all time. Thus at $x=0$, the potential has the constant value

$$
V=V_{0}+C^{\prime} \int_{\infty}^{0} e^{-y^{2}} d y
$$

or, say, $V=V_{1}$, where $C^{\prime}=\frac{2\left(V_{0}-V_{1}\right)}{\sqrt{\pi}}$.
At $x=\infty$, the value of $V$ is $V=V_{0}$ through all time.
Thus equation (305) expresses the solution for a line of infinite length which is initially at potential $V=V_{0}$, and of which the end $x=\infty$ remains at this potential all the time, while the end $x=0$ is raised to potential $V_{1}$ by being suddenly connected to a battery-terminal at the instant $t=0$.

The current at any instant is given by

$$
\begin{align*}
& i=-\frac{1}{R} \frac{\partial V}{\partial x} \text {, from equation (301), } \\
& =-\frac{C^{\prime}}{R} \frac{1}{2} \sqrt{\frac{K R}{t}} e^{-\frac{K R x^{2}}{4 t}} \text {, from equation (305), } \\
& =\left(V_{0}-V_{1}\right) \sqrt{\frac{K}{R \pi t}} e^{-\frac{K R r^{2}}{4 t}} \tag{306}
\end{align*}
$$

We see that the current vanishes only when $t=0$ and when $t=\infty$. Thus even within an infinitesimal time of making contact, there will, according to equation (306), be a current at all points along the wire. It must, however, be remembered that equation (306) is only an approximation, holding solely for slowly-varying currents, so that we must not apply
the solution at the instant $t=0$ at which the currents, as given by equation (306), vary with infinite rapidity. For larger values of $t$, however, we may suppose the current given by equation (306).

The maximum current at any point is found, on differentiating equation (306), to occur at the instant given by

$$
t=\frac{1}{2} K R x^{2}
$$

so that the further along the wire we go, the longer it takes for the current to attain its maximum value. The maximum value of this current, when it occurs, is

$$
\begin{equation*}
\left(V-V_{0}\right) \sqrt{\frac{2}{R^{2} \pi x^{2}}} e^{-\frac{1}{2}} \tag{308}
\end{equation*}
$$

and so is proportional to $\frac{1}{x}$. Thus the further we go from the end $x=0$, the smaller the maximum current will be.

We notice that $K$ occurs in expression (307) but not in (308). Thus the electrostatic capacity of a cable will not interfere with the strength of signals sent along a cable, but will interfere with the rapidity of their transmission.

Equation (307) expresses what is commonly called the " $K R$ law"-the retarding effect is proportional to the product of $K$ and $R$. The theory just developed is commonly spoken of as the Electrostatic Theory of propagation of signals. It was first given by Lord Kelvin in 1855 in a paper* which is notable as having established the theoretical feasibility of an Atlantic cable.

We shall discuss in a later chapter the more general problem of the transmission of signals along a wire of any kind. It will then be possible to estimate the degree of error involved in the simple assumptions of the Electrostatic Theory.

## EXAMPLES.

1. A length $4 a$ of uniform wire is bent into the form of a square, and the opposite angular points are joined with straight pieces of the same wire, which are in contact at their intersection. A given current enters at the intersection of the diagonals and leaves at an angular point : find the current strength in the various parts of the network, and shew that its whole iesistance is equal to that of a length

$$
\frac{a \sqrt{2}}{2 \sqrt{2}+1}
$$

of the wire.
2. A network is formed of uniform wire in the shape of a rectangle of sides $2 a, 3 a$, with parallei wires arranged so as to divide the internal space into six squares of sides $a$, the contact at points of intersection being perfect. Shew that if a current enter the framework by one corner and leave it by the opposite, the resistance is equivalent to that of a length 121a/69 of the wire.

[^11]3. A fanlt of given earth-resistance develops in a telegraph line. Prove that the current at the receiving end, generated by an assigned battery at the signalling end, is least when the fault is at the middle of the line.
4. The resistances of three wires $B C, C A, A B$, of the same uniform section and material, are $a, b, c$ respectively. Another wire from $A$ of constant resistance $d$ can make a sliding contact with $B C$. If a current enter at $A$ and leave at the point of contact with $B C$, shew that the maximum resistance of the network is
$$
\frac{(a+b+c) d}{a+b+c+4 d}
$$
and determine the least resistance.
5. A certain kind of cell has a resistance of 10 ohms and an electromotive force of 85 of a volt. Shew that the grentest current which can be produced in a wire whoso resistance is 22.5 ohms, by a battery of five such cells arranged in a single serics, of which any element is either one cell or a set of cells in parallel, is exactly 06 of an ampere.
6. Six points $A, A^{\prime}, B, B^{\prime}, C, C^{\prime}$ are connected to one another by copper wire whose lengths in yards are as follows : $A A^{\prime}=16, B C=B^{\prime} C=1, B C^{\prime}=B^{\prime} C^{\prime}=2, A B=A^{\prime} B^{\prime}=6$, $\Delta C^{\prime}=A^{\prime} C^{\prime}=8$. Also $B$ and $B^{\prime}$ are joined by wires, each a yard in length, to the terminals of a battery whose internal resistance is equal to that of $r$ yards of the wire, and all the wires are of the same thickness. Shew that the current in the wire $A A^{\prime}$ is equal to that which the battery would maintain in a simple circuit consisting of $31 r+101$ yards of the wire.
7. Two places $A, B$ are connected by a telegraph line of which the end at $A$ is connected to one terminal of a battery, and the end at $B$ to one terminal of a receiver, the other terminals of the battery and receiver being connected to earth. At a point $C^{\prime}$ of the line a fault is developed, of which the resistance is $r$. If the resistances of $A C, C D$ be $p, q$ respectively, shew that the current in the receiver is diminished in the ratio
$$
r(p+q): q r+r p+p q,
$$
the resistances of the battery, receiver and earth circuit being neglected.
8. Two cells of electromotive forces $e_{1}, e_{2}$ and resistances $r_{1}, r_{2}$ are connected in parallel to the ends of a wire of resistance $R$. Shew that the current in the wire is
$$
\frac{e_{1} r_{2}+e_{2} r_{1}}{r_{1} R+r_{2} R+r_{1} r_{2}}
$$
and find the rates at which the cells are working.
9. A network of conductors is in the form of a tetrahedron PQRS; there is a battery of electromotive force $E$ in $P Q$, and the resistance of $P Q$, including the battery, is $R$. If the resistances in $Q R, R P$ are ench equal to $r$, and the resistances in $P S, R S$ are each equal to $\frac{3}{3} r$, and that in $Q S=\frac{2}{3} r$, find the current in each branch.
10. $A, B, C, D$ are the four junction points of a Wheatstone's Bridge, and the resistances $c, \beta, b, \gamma$ in $A B, B D, A C, C D$ respectively are such that the battery sends no current through the galvanometer in BC. If now a new battery of electromotive force $E^{\prime}$ be introduced into the galvanometer circuit, and so raise the total resistance in that circuit to $a$, find the current that will flow through the galvanometer.
11. A cable $A D, 50$ miles in length, is known to have one fault, and it is necossary to localise it. If the end $A$ is attached to a battery, and has its potential maintained at 200 volts, while the other end $B$ is insulated, it is found that the potential of $B$ when
steady is 40 volts. Similarly when $A$ is insulnted the potential to which $B$ must be raised to give $A$ a stearly potential of 40 volts $\}_{s} 300$ volts. Shew that the distance of the fault from $A$ is 19.05 miles,
12. A wiro is interpolated in a circuit of given resistance and electromotive forco. Find the resistance of the interpolated wire in order that the rate of generation of heat may bo a maximum.
13. The resistances of the opposite sidqs of a Wheatstone's Bridge are $a, a^{\prime}$ and $b, b^{\prime}$ respectively. Shew that when the two diagdaals which contain the battery and galvauoweter are interchanged,
$$
\frac{E}{i^{\prime}}-\frac{E}{i^{\prime \prime}}=\frac{\left(a-a^{\prime}\right)}{a-\left(b^{\prime}-b b^{\prime}\right.}
$$
where $C$ and $C^{\prime \prime}$ are the currents through the ghlvanometer in the two cases, $C_{\text {and }} R$ are the resistances of the galvanometer and battery conductors, and $E$ the electromotive force of the battery.
14. A current $C$ is introduced into a networs of linear conductors at $A$, and taken out at $B$, the heat generated being $H_{1}$. If the detwork be closed by joining $A, B$ by a resistance $r$ in which an electromotive force $E$ ia inserted, the heat generated is $\boldsymbol{H}_{\mathbf{2}}$. Prove that
$$
\frac{\square_{1}}{C^{2} \frac{1}{r}}+\frac{r \Pi_{2}}{\dot{E}^{\frac{2}{2}}}=1
$$
15. A number $V$ of incandescent lamps, each of eesistance $r$, are fed by a machine of renistance $R$ (iucluding the leads). If the light emited by any lamp is proportional to the square of the heat produced, prove that the most economical way of arranging the lamps is to place them in parallel arc, each arc containing $n$ lamps, where $n$ is the integer nearest to $\sqrt{\bar{N}} R / \bar{r}$.
16. A lattory of electromotive force $E$ and of resistance $B$ is connected with the tro terminals of two wires arranged in parallel. The first wire includes a voltameter which contains discontinuities of potential such that a unt current passing through it for a unit time does $p$ units of work. The resistance of the first wfre, including the voltameter, is $R$ : that of the secoud is $r$. Shew that if $E$ is greater fhan $p(B+r) / r$, the current through the battery is
$$
\underset{\operatorname{Ri} r+B(R+r)-p r}{B(l i+r)}
$$
17. A system of 30 conductors of equal resistance are connketed in the same way as the edges of a dodecahedron. Shew that the resistance of the nefwork between a pair of opposite corners is $\frac{子}{6}$ of the resistance of a single conductor.
18. In a network $P A, P B, P C, I D, A B, B C, C D, D A$, the resstances are $a, \beta, \gamma, \delta$, $\gamma+\delta, \delta+a, a+\beta, \beta+\gamma$ respectively. Shew that, if $A D$ contains a buttery of electromotive force $E$, the current in $D C^{\prime}$ is
\[

$$
\begin{gathered}
P(a \beta+\gamma \delta) \cdot E \\
\overline{2} l^{\prime 2}\left(\overline { + } \left(\overline{\beta \delta-a \gamma)^{2}}\right.\right. \\
P=a+\beta+\gamma+\delta, \quad Q=\beta \gamma+\gamma a+a \beta+a \delta+\beta \delta+\gamma^{2} .
\end{gathered}
$$
\]

where
19. A wire forms a regular hexagon and the angular points are foined to the centre by wires each of which has a resistance $\frac{1}{n}$ of the resistance of a sige of the hoxagon. Shew that the resistance to a current entering at one angular point of the hexagon and leaving it by the opposite point is

$$
\frac{2(n+3)}{(n+1) \frac{(n+4)}{(n)}}
$$

times the resistance of a side of the hesagon.
20. Two long equal parallel wires $A B, A^{\prime} B^{\prime}$, of length $l$, have their ends $B, B^{\prime}$ joined by a wire of negligible resistance, while $A, A^{\prime}$ are joined to the poles of a cell whose resistance is equal to that of a length $r$ of the wire. A similar cell is placed as a bridge across the wires at a distance $x$ from $A, A^{\prime}$. Shew that the effect of the second cell is to increase the current in $B B^{\prime}$ in the ratio

$$
2(2 l+r)(x+r) /\left\{r(4 l+r)+2 x(2 l-r)-4 x^{2}\right\} .
$$

21. There are $n$ points $1,2, \ldots n$, joined in pairs by linear conductors. On introducing a current $C$ at electrode 1 and taking it out at 2 , the potentials of these are $V_{1}, V_{2}, \ldots V_{n}$. If $x_{19}$ is the actual current in the direction 12, and $x_{12}$ any other that merely satisfies the conditious of introduction at 1 and abstraction at 2 , shew that

$$
\Sigma\left(r_{12} x_{12} x_{12}^{\prime}\right)=\left(V_{1}-V_{2}\right) C=\Sigma\left(r_{12} x_{12}{ }^{2}\right),
$$

and interpret the result physically.
If $x$ typify the actual current when the current enters at 1 and leaves at 2 , and $y$ typify the actual current when the current enters at 3 and leaves at 4, shew that

$$
\Sigma\left(r_{12} x_{12} y_{12}\right)=\left(X_{3}-X_{4}\right) C=\left(Y_{1}-Y_{2}\right) C,
$$

where the $X$ 's are potentials corresponding to currents $x$, and the $Y$ 's are potentials corresponding to currents $y$.
22. $A, B, C$ are three stations on the same telegraph wire. An operator at $A$ knows that there is a fault between $A$ and $B$, and observes that the current at $A$ when he uses a given battery is $i, i^{\prime}$ or $i^{\prime \prime}$, according as $B$ is insulated and $C$ to earth, $B$ to earth, or $B$ and $C$ both insulated. Shew that the distance of the fault from $A$ is
where

$$
\left\{1 a-k^{\prime} b+(b-a)^{\frac{1}{2}}\left(k u-k^{\prime} b\right)^{\frac{1}{3}}\right\} /\left(k-k^{\prime}\right),
$$

$$
A B=a, \quad B C=b-a, \quad k=\frac{i^{\prime \prime}}{i-i^{\prime \prime}}, \quad k^{\prime}=\frac{i^{\prime \prime}}{i^{\prime}-i^{\prime \prime}} .
$$

23. Six conductors join four points $A, B, C, D$ in pairs, and have resistances $a, a, b, \beta, c, \gamma$, where $a$, $a$ refer to $B C, A D$ respectively, and so on. If this network be used as a resistance coil, with $A, B$ as electrodes, shew that the resistance cunnot lie outside the limits

$$
\left[\frac{1}{c}+\frac{1}{a+b}+\frac{1}{a+\beta}\right]^{-1} \text { and }\left[\frac{1}{c}+\left\{\left(\frac{1}{a}+\frac{1}{b}\right)^{-1}+\left(\frac{1}{a}+\frac{1}{\beta}\right)^{-1}\right\}^{-1}\right]^{-1}
$$

24. Two equal straight pieces of wire $A_{0} A_{n}, B_{0} B_{n}$ are each divided into $n$ equal parts at the points $A_{1} \ldots A_{n-1}$ and $B_{1} \ldots B_{n-1}$ respectively, the resistance of each part and that of $A_{n} B_{n}$ being $R$. The corresponding points of each wire from 1 to $n$ inclusive are joined by cross wires, and a battery is placed in $A_{0} B_{0}$. Shew that, if the current through each cross wire is the same, the resistance of the cross wire $A_{\mathrm{a}} B_{\mathrm{s}}$ is

$$
\left\{(n-8)^{2}+(n-s)+1\right\} R .
$$

25. If $n$ points are joined two and two by wires of equal resistance $r$, and two of them are connected to the electrodes of a battery of electromotive force $E$ and resistance $R$, shew that the current in the wire joining the two points is

$$
\frac{2 E}{2 r+n R} .
$$

26. Six points $A, B, C, D, P, Q$ are joined by nine conductors $A B, A P, B C, B Q, P Q$, $Q C, P D, D C, A D$. An electromotive force is inserted in the conductor $A D$, and a galvanometer in PQ. Denoting the resistance of any conductor $X Y$ by $\boldsymbol{r}_{\boldsymbol{X} \boldsymbol{Y}}$, shew that if no current passes through the galvanometer,

$$
\left(r_{B O}+r_{B Q}+r_{\sigma Q}\right)\left(r_{A B} r_{D P}-r_{\Delta P} r_{D C}\right)+r_{B C}\left(r_{B Q} r_{D P}-r_{A P} r_{C Q}\right)=0 .
$$

27. A network is made by joining the five points $1,2,3,4,5$ by conductors in every possible way. Shew that the condition that conductors 23 and 14 are conjugate is

$$
\begin{aligned}
&\left(K_{16}+K_{25}+K_{35}+K_{45}\right)\left(K_{13} K_{34}-K_{13} K_{24}\right) \\
&=K_{62}\left(K_{64} K_{13}-K_{34} K_{15}\right)+K_{63}\left(K_{24} K_{51}-K_{64} K_{12}\right),
\end{aligned}
$$

where $K_{r s}$ is conductivity of conductor rs.
28. Two endless wires are each divided into $m n$ equal parts by the successive terminals of $m n$ connecting wires, the resistance of each part being $R$. There is an identicully similar battery in every $n$th counecting wire, the total resistance of each being the same, and the resistance of each of the other $m n-n$ connecting wires is $h$. Prove that the current through a comecting wire which is the rth from the nearest battery is

$$
\frac{1}{2} C(1-\tan a)\left(\tan ^{r} a+\tan ^{m-r} a\right) ;\left(\tan a-\tan ^{m} a\right),
$$

whire $C$ is the current through each battery, and $\sin 2 a=h /(h+R)$.
29. A long line of telegraph wire $A A_{1} I_{2} \ldots A_{n} A_{n+1}$ is supported by $n$ equidistant insulators at $A_{1}, A_{2}, \ldots A_{n}$. The end $A$ is connectea to one pole of a battery of electromotive force $E$ and resistance $B$, and the other pole of this battery is put to earth, as also the other end $A_{n+1}$ of the wire. The resistance of each portion $A A_{1}, A_{1} A_{2}, \ldots$ $A_{n} \cdot A_{n+1}$ is the same, $R$. In wet weather there is a leakage to carth at cach insulator, whose resistance may be taken equal to $r$. Shew that the current strength in $A_{p} A_{p+1}$ is
where

$$
\overline{B \cosh } \frac{E \cosh (2 n-2 p+1) a}{(2 n+1) a+\sqrt{\bar{L} r} \sinh (2 n+2) a}
$$

$$
2 \sinh a=\sqrt{R / r .}
$$

30. A regular polygon $A_{1} A_{2} \ldots A_{n}$ is formed of $n$ pieces of uniform wire, each of resistance $\sigma$, and the centre $O$ is joined to each angular point by a straight piece of the same wire. Shew that, if the point $U$ is maintained at zero potential, and the point $A_{1}$ at potential $V$, the current that flows in the conductur $A_{r} A_{r+1}$ is

$$
\frac{2 V \sinh a \sinh (n-2 r+1) a}{\sigma \cosh n a}
$$

where $a$ is given by the equation

$$
\cosh 2 a=1+\sin \frac{\pi}{n}
$$

31. A resistance network is constructed of $2 n$ rectangular meshes forming a truncated cylinder of $2 n$ faces, with two ends each in the form of a regular polygon of $2 n$ sides. Each of these sides is of resistance $r$, and the other edges of resistance $\boldsymbol{R}$. If the electrodes be two opposite corners, then the resistance is
whers

$$
\frac{1}{\mathrm{t}} n r+\frac{1}{2} R \frac{\tanh \theta}{\tanh n},
$$

$$
\sinh ^{2} \theta=\frac{r}{2 R}
$$

32. A network is formed by a system of conductors joining every pair of a set of $n$ pomts, the resistances of the conductors being all equal, and there is an electromotive force in the conductor joining the points $\boldsymbol{A}_{1}, A_{2}$. Shew that there is no current in any couductor except those which pass through $A_{1}$ or $A_{2}$, and find the current in these conductors.
33. Each member of the series of $n$ points $A_{1}, A_{2}, \ldots A_{n}$ is united to its successor by a wire of resistance $\rho$, and similarly for the series of $n$ points $B_{1}, B_{2}, \ldots B_{n}$. Each pair of points corresponding in the two series, such as $A_{r}$ and $B_{r}$, is united by a wire of resistance $R$. A steady current $i$ enters the network at $A_{1}$ and leaves it at $B_{n}$. Shew that the current at $A_{1}$ divides itself between $A_{1} A_{2}$ and $A_{1} B_{1}$ in the ratio

$$
\sinh a+\sinh (n-1) a+\sinh (n-2) a: \sinh a+\sinh (n-1) a-\sinh (n-2) a
$$

whero

$$
\cosh a=\frac{R+\rho}{l^{2}} .
$$

34. An underground cable of length $a$ is badly insulated so that it has faults throughout its length indefinitely near to one another and uniformly distributed. The conductivity of the faults is $1 / \rho^{\prime}$ per unit length of cable, and the resistance of the cable is $\rho$ per unit length. One pole of a battery is connected to one end of a cable and the other pole is earthed. Prove that the current at the farther end is the same as if the cable were free from faults and of total resistance

$$
\sqrt{\rho \rho^{\prime}} \sinh \left(a \sqrt{\frac{\bar{\rho}}{\rho^{\prime}}}\right)
$$

35. Two parallel conducting wires at unit distance are connected by $n+1$ cross pieces of the same wire, so as to form $n$ squares. A current enters by an outer corner of the first square, and leaves by the diagonally opposite corner of the last. Shew that, if the resistance is that of a length $\frac{1}{2} n+a_{n}$ of the wire,

$$
a_{n+1}=\frac{a_{n}+\frac{1}{2}}{a_{n}+\frac{2}{2}}
$$

36. $A, B$ are the ends of a long telegraph wire with a number of faults, and $C$ is an intermediate point on the wire. The resistance to a current sent from $A$ is $R$ when $C$ is earth connected, but if $C$ is not earth connected the resistance is $S$ or $T$ according ns the end $B$ is to earth or insulated. If $R^{\prime}, S^{\prime}, T^{\prime \prime}$ denote the resistances under similar circumstances when a current is sent from $B$ towards $A$, shew that

$$
T^{\prime}(R-S)=R^{\prime}(R-T)
$$

37. The inner plates of two condensers of capacities $C, C^{\prime \prime}$ aro joined by wires of resistances $R, R^{\prime}$ to a point $P$, and their outer plates by wires of negligible resistance to a point $Q$. If the inner plates be also connceted through a galvanometer, shew that the needle will suffer no sudden deflection on joining $P, Q$ to the poles of a battery, if $C R=C^{\prime} R^{\prime}$.
38. An infinite cable of capacity and resistance $K$ and $R$ per unit length is at zero potential. At the instant $t=0$ one end is suddenly connected to a battery for an infinitesimal interval and then insulated. Shew that, except for very small values of $t$, the potential at any instant at a distance $x$ from this end of the cable will be proportional to

$$
\frac{1}{\sqrt{t}} e^{-\frac{K \pi x^{2}}{4 t}}
$$

## CHAPTER X

## STEADY CURRENTS IN CONTINUOUS MEDIA

## Components of Current.

370. In the present chapter we shall consider steady currents of electricity flowing through continuous two- and three-dimensional conductors instead of through systems of linear conductors.

We can find the direction of flow at any point $P$ in a conductor by imagining that we take a small plane of area $d S$ and turn it about at the point $P$ until we find the position in which the amount of electricity crossing it per unit time is a maximum. The normal to the plane when in this position will give the direction of the current at $P$, and if the total amount of electricity crossing this plane per unit time when in this position is $C d N$, then $C$ may be defined to be the strength of the current at $P$.

If $l, m, n$ are the direction-cosines of the direction of the current at $P$, then the current $C$ may be treated as the superposition of three currents $l C, m C, n C$ parallel to the axes. To prove this we need only notice that the flow across an area $d S$ of which the normal makes an angle $\theta$ with the direction of the current, and has direction-cosines $l^{\prime}, m^{\prime}, n^{\prime}$, must be $C l\left(S^{\prime} \cos \theta\right.$, or

$$
C^{\prime} d S S^{\prime}\left(l l^{\prime}+n m m^{\prime}+n n^{\prime}\right) .
$$

The first term of this expression may be regarded as the contribution from a current $l C$ parallel to the axis $0 x$, and so on. The quantities $l C, m C, n C$ are called the components of the current at the point $P$.

## Lines and Tubes of Flow.

371. Definition. A line of flow is a line drawn in a conductor such that at every point its tangent is in the direction of the current at the point.

Definition. A tube of flow is a tubular region of infinitesimal crosssection, bounded by lines of flow.

It is clear that at every point on the surface of a tube of flow, the current is tangential to the surface. Thus no current crosses the boundary of a tube of flow, from which it follows that the aggregate current flowing across all cross-sections of a tube of flow will be the same.

The amount of this current will be called the strength of the tube.
Thus if $C$ is the current at any point of a tube of flow, and if $\omega$ is the cross-section of the tube at that point, then $C \omega$ is constant throughout the length of the tube, and is equal to the strength of the tube.

There is an obvious analogy between tubes of flow in current eiectricity and tubes of force in statical electricity, the current $C$ corresponding to the polarisation $P$. In current electricity, $C_{\omega}$ is constant and equal to the strength of the tube of flow, while in statical electricity $P_{\omega}$ is constant and equal to the strength of the tulse of force (§ 129).

## Specific Resistance.

372. The specific resistance of a substance is defined to be the resistance of a cube of unit edge of the sulnstance, the current entering by a perfectly conducting electrode which extends over the whole of one face, and leaving by a similar electrode on the opposite face.

The specific resistances of some sulstances of which conductors and insulators are frequently made are given in the following table. The units aro the centimetre and the ohm.
Silver at $18^{\circ} \mathrm{C}$. ... ... $1.66 \times 10^{-6}$. Graphite ... ... ... 0.003 .
Copper at $18^{\circ} \mathrm{C}$. ... ... $1.78 \times 10^{-6}$. Guttapercha ... ... ... $2 \times 10^{\circ}$.
Iron (pure) at $50^{\circ} \mathrm{C}$. ... $11.5 \times 10^{-6}$. Glass (soda-lime) ... ... $5 \times 10^{11}$.
Steel at $18^{\circ} \mathrm{C}$. ... ... $19.9 \times 10^{-6} \quad$ " (pyrex) ... ... ... $10^{14}$.
Mercury at $0^{\circ}$ C. ... ... $94.07 \times 10^{-6}$. Paraflin was ... ... ... $3 \times 10^{13}$.
If $\tau$ is the specific resistance of any substance, the resistance of a wire of length $l$ and cross-section $s$ will clearly be $\frac{l \tau}{s}$.

## Ohm's Lavv.

373. In a conductor in which a current is flowing, different points will, in general, be at different potentials. Thus there will be a systun of equipotentials and of lines of force inside a conductor similar to those in an elcetrostatic field. It is found, as an experimental fact, that in a homogeneous conductor, the lines of flow coincide with the lines of forceor, in other words, the electricity at every point moves in the direction of the forces acting on it.

In considering the motion of material particles in general it is not usually true that the motion of the particles is in the direction of the forces acting upon them. The velocity
of a particle at the end of any small interval of time is compounded of the velocity at the beginning of the interval together with the velocity generated during the interval. The latter velocity is in the direction of the forces acting on the particle, but is generally insignificant in comparison with the original velocity of the particle. In the particular case in which the original velocity of the particle was sery small, the direction of motion at the end of a small interval will be that of the furce acting on the particle. If the particle moves in a resisting medium, it may bo that the velocity of the particle is kept permanently very small by the resistance of the medimu: m this case the direction of motion of the particle at every instant, relatively to the medium, may be that of the forces acting on it.
$O_{n}$ the modern view of electricity, a current of electricity is composed of electrons which are driven through a conductor by the electric forces acting on them, and in their motion experience frequent collisions with the molecules of the conductor. The effie $t$ of these collisions is continually to check the forward velocity of the electrons, so that this forward velocity is kept suall just as if they were moving through a resisting medium of the ordinary kind, and so it comes about that the direction of flow of curient is in the direction of the electric intensity (ef. \$34.5 $a$ ).
374. Let us select any tube of force of small cross-section inside a conductor, and let $P, Q$ be any two points on this tube of force, at which the potentials are $V_{P}$ and $V_{Q}$, the former being the greater. Let these points be so near together that throughout the ringe $P Q$ the cross-section of the tube of force may be supposed to have a constant value $\omega$, while the specific resistance of the material of the conductor may be supposed to have a constant value $\tau$.

From what has been sitid in $\S 373$, it follows that the tube of force under consideration is also a tube of flow. If $C$ denotes the current, then the current flowing through this tube of flow in the direction from $\boldsymbol{P}$ to $\boldsymbol{Q}$ will be $C \omega$. 'This current may, within the range $P Q$, be regarded as flowing through a conductor of cross-section $\omega$ and of specific resistance $\tau$. The resistance of this conductor from $P$ to $Q$ is accordingly $\frac{P Q \cdot \tau}{\omega}$, while the fall of potential is $V_{P}-V_{Q}$. 'Thus by Ohm's Law

$$
\begin{gathered}
V_{\mu}-V_{Q}=\frac{P Q . \tau}{\omega} \times(\omega \\
\frac{V_{L^{\prime}}-V_{Q}}{I^{\prime} Q}=C \tau
\end{gathered}
$$

so that

If $\frac{\partial}{\partial s}$ denotes differentiation along the tube of force, the fraction on the left of the foregoing equation reduces, when $P$ and $Q$ are made to coincide, to $-\frac{\partial V}{\partial s}$, so that the equation assumes the form.

$$
\begin{equation*}
-\frac{\partial V}{\partial s}=C \tau \tag{309}
\end{equation*}
$$

Let $l, m, n$ be the direction-cosines of the line of flow at $P$, and let $u, v, w$ be the components of the current at $P$, so that $u=l C$, etc. Then

$$
\frac{\partial V}{\partial x}=l \frac{\partial V}{\partial s}=-l C \tau=-u \tau, \text { etc., }
$$

and we see that equation (309) is equivalent to the three equations

$$
\left.\begin{array}{rl}
u & =-\frac{1}{\tau} \frac{\partial V}{\partial x} \\
v & =-\frac{1}{\tau} \frac{\partial V}{\partial y}  \tag{310}\\
w & =-\frac{1}{\tau} \frac{\partial V}{\partial z}
\end{array}\right\}
$$

These equations express Ohm's Law in a form appropriate to flow through a solid conductor.

## Equation of Continuity.

375. Since we are supposing the currents to be steady, the amount of current which flows into any closed region must be exactly equal to the amount which flows out. This can be expressed by saying that the integral algebraic flow into any closed region must be nil.

Let any closed surface $S$ be taken entirely inside a conductor. Let $l, m, n$ be the direction-cosines of the inward normal to any element $d S$ of this surface, and let $u, v, w$ be the components of current at this point. Then the normal component of flow across the element $d S$ is $l u+m v+n w$, and the condition that the integral algebraic flow across the surface $S$ shall be nil is expressed by the equation

$$
\iint(I u+m v+n w) d S=0 .
$$

By Green's Theoren (§ 176), this equation may be transformed into

$$
\iiint\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) d x d y d z=0,
$$

and since this integral has to vanish, whatever the region through which it is taken, each integrand must vanish separately. Hence at every point inside the conductor, we must have

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}=0 \tag{311}
\end{equation*}
$$

This is the so-called "equation of continuity," expressing that no electricity is created or destroyed or allowed to accumulate during the passage of a steady current through a conductor.

The same equation can be obtained at once on considering the currentflow across the different faces of a small rectangular parallelepiped of edges $d x, d y, d z$ (cf. § 49).

Equation (311) of course expresses that the vector $C$ of which the components are $u, v, w$, must be solenoidal. The equation of continuity can accordingly be expressed in the form

$$
\operatorname{div} \mathbf{C}=0 .
$$

## Equation satisfied by the Potential.

376. On substituting in equation (311) the values for $u, v, w$ given by equations (310), we obtain

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\frac{1}{\tau} \frac{\partial V}{\partial x}\right)+\frac{\partial}{\partial y}\left(\frac{1}{\tau} \frac{\partial V}{\partial y}\right)+\frac{\partial}{\partial z}\left(\frac{1}{\tau} \frac{\partial V}{\partial z}\right)=0 \tag{312}
\end{equation*}
$$

The potential must accordingly be a solution of this differential equation. The equation is the same as would be satisfied by the potential in an uncharged dielectric in an electrostatic field, provided the inductive capacity at every point is proportional to $\frac{1}{\boldsymbol{\tau}}$. If the specific resistance of the conductor is the same throughout, the differential equation to be satisfied by the potential reduces to

$$
\nabla^{2} V=0 .
$$

377. We may for convenience suppose that the current enters and leaves by perfectly conducting electrodes, and that the conductor through which the current flows is bounded, except at the electrodes, by perfect insulators. Then, over the surfice of contact between the conductor and the electrodes, the potential will be constant. Over the remaining boundaries of the conductor, the condition to be satisfied is that there shall be no flow of current, and this is expressed mathematically by the condition that $\frac{\partial V}{\partial n}$ shall vanish.

Thus the problem of determining the current-flow in a conductor amounts mathenatically to determining a function $V$ such that equation (312) is satisfied throughout the volume of the conductor, while either $\frac{\partial V}{\partial n}=0$, or else $V$ has a specified value, at each point on the boundary. By the method used in § 188, it is easily shewn that the solution of this problem is unique.

It is only in a very few simple cases that an exact solution of the problem can be obtaincd. There are, however, various artifices by which approximations can be reached, and various ways of regarding the problem from which it may be possible to form some ideas of the physical processes which determine the nature of the flow in a conductor. Some of these will be discussed later ( $\$ 380-394$ ). At present we consider general characteristics of the flow of currents through conductors.

## Conditions to he satished at the Buundary of two

 Conducting Media.378. The conditions to be satistied at a boundary at which the current flows from one conductor to auother are as follows:
(i) Since there must be no accumulation of electricity at the boundary, the normal flow across the boumdary must be the same whether calculated in the first medium or the second. In other words

$$
\frac{1}{\tau} \frac{\partial V}{\partial n} \text { must be continuous, }
$$

where $\frac{\partial}{\partial n}$ denotes differentiation along the normal to the boundary.
(ii) The tangential force must be continuous, or else the potential would not be continuous. Thus

$$
\frac{\partial V}{\partial s} \text { must be continuous, }
$$

where $\frac{\partial}{\partial s}$ denotes differentiation along any line in the boundary.
These boundary conditions are just the same as would be satisficd in an electrostatical problem at the boundary between two dielectrics of inductive capacities equal to the two values of $\frac{1}{\tau}$. Thus the equipotentials in this clectrostatic problem coincide with the equipotentials in the actual current prollem, and the lines of force in the clectrostatic problem correspond with the lines of flow in the current problem.

Clearly these results conld be deduced at once from the differential equation (312) on passing to the limit and making $\tau$ becone discontinuous on crossmg a boundary.

Refraction of Lines of Flow.
379. Let any line of flow cross the boumdary between two different conducting modia of specific resistances $\tau_{1}, \tau_{2}$, making angles $\epsilon_{1}, \epsilon_{2}$ with the normial at the point at which it mects the boundary in the two media respectively. The lines of flow satisfy the same conditions as would be satisfied by electrostatic lines of force crissing the boundiry between two dielectrics of inductive capacities $\frac{1}{\tau_{1}}, \frac{1}{\tau_{2}}$, so that we must have (cf. equation (71))

$$
\frac{1}{\tau_{1}} \cot \epsilon_{1}=\frac{1}{\tau_{2}} \cot \epsilon_{2} .
$$

Hence
$\tau_{1} \tan \epsilon_{1}=\tau_{2} \tan \epsilon_{2}$,
expressing the law of refraction of lines of flow.
380. As an example of refraction of lines of current flow, we may consider the case of a steady uniform current in a conductor being disturbed by the presence of a sphere of different metal inside the conductor. The lines shewn in fig. 78 will represent the lines of flow if the specific resistance of the sphere is less than that of the main conductor. The lines of flow tend to crowd into the sphere, this being the better conductor-in the language of popular science, the current tends to take the path of least resistance.

## Charge on a Surface of Discontinuity.

381. If $u$ is the normal component of current flowing across the boundary between two different conductors, we have by Ohm's Law,

$$
u=-\frac{1}{\tau_{1}} \frac{\partial V_{1}}{i n}=-\frac{1}{\tau_{2}} \frac{\partial V_{2}}{\partial \underline{n}},
$$

where $\frac{\partial}{\partial n}$ denntes differentiation along the normal which is drawn in the direction in which $u$ is measured (say from (1) to (2)), and $V_{1}, V_{2}$ are the potentials in the two conductors.

If there is no charge on the boundary between the two conductors we must, from equation. (70), have the relation

$$
K_{1} \frac{\partial V_{1}}{\partial n}=K_{2} \frac{\partial V_{3}}{\partial n} \text {, }
$$

where $K_{1}, K_{2}$ are the inductive capacities of the two conductors. This condition will, however, in general be inconsistent with the condition which, as we have just seen, is made necessary by the continuity of $u$. Thus there will in general be a surface charge on the boundary between two conductors of different materials.

The amount of this charge is given at once by equation (72), p.125. If $\sigma$ denotes the surface density at any point, we have

$$
\begin{align*}
4 \pi \sigma & =K_{1} \frac{\partial V_{1}}{\partial n}-K_{2} \frac{\partial V_{2}}{\partial n} \\
& =-\left(K_{1} \tau_{1}-K_{2} \tau_{2}\right) u . \tag{313}
\end{align*}
$$

This surface charge is very small compared with the charges which occur in statical electricity. roor instance, if we have current of 100 amperes per sq. cm . passing from one metallic conductor to another, we take in formula (313),

$$
\begin{aligned}
& u=100 \text { ampères }=3 \times 10^{11} \text { electrostatic units, } \\
& \tau=10^{-0} \text { ohms }=\frac{10^{-6}}{9 \times 10^{11}} \quad " \\
& K=1,
\end{aligned}
$$

the last two being true as regards order of magnitude only. The value of $4 \pi \sigma$ is of the order of magnitude of $K \tau u$, or $\frac{3}{3} \times 10^{-6}$ in electrostatic units. As has been said, the value of $4 \pi \sigma$ at the surface of a conductor charged as highly as possible in air is of the order of 100 .
382. As an example of the distribution of a surface charge, we may notice that the surface-density of the charge on the surface of the sphere considered in $\S 380$ will be proportional to either value of $\frac{\partial V}{\partial n}$, and therefore to $\cos \theta$, where $\theta$ is the angle between the radius through the point and the direction of flow of the undisturbed current.

## Generation of Heat.

383. Consider any small element of a tube of flow, length $d s$, crosssection $\omega$. The current per unit area is, by equations (310), $-\frac{1}{\tau} \frac{\partial V}{\partial s}$, so that the current flowing through the tube is $-\frac{1}{\tau} \frac{\partial V}{\partial s} \omega$. The resistance of the element of the tube under consideration is $\frac{\tau d s}{\omega}$. Hence, as in $\S 355$, the amount of heat generated per unit time in this element is

$$
\left(\frac{1}{\tau} \frac{\partial V}{\partial s} \omega\right)^{2} \frac{\tau d s}{\omega} \text { or } \frac{1}{\tau}\left(\frac{\partial V}{\partial s}\right)^{2} \omega d s
$$

Thus the heat generated per unit time per unit volume is $\frac{1}{\tau}\left(\frac{\partial V}{\partial s}\right)^{2}$, and the total generation of heat per unit time will be
or

$$
\begin{align*}
& \iiint \frac{1}{\tau}\left(\frac{\partial V}{\partial s}\right)^{2} d x d y d z \\
& \iiint \frac{1}{\tau}\left\{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right\} d x d y(z \tag{314}
\end{align*}
$$

Thus the heat generated per unit time is $8 \pi$ times the energy of the whole field in the analogous electrustatic problem (§169).

Rate of generation of heat a minimum.
384. It can be shewn that for a given current flowing through a conductor, the rate of heat generation is a minimum when the current distribute, itself as directed by Ohm's Law. To do this we have to compare the rate of heat generation just olbtained with the rate of heat generation when the current distributes itself in some other way.

Let us suppose that the components of current at any point have no longer the values

$$
-\frac{1}{\tau} \frac{\partial V}{\partial x} \cdot \quad-\frac{1}{\tau} \frac{\partial V^{r}}{\partial y}, \quad-\frac{1}{\tau} \frac{\partial V}{\partial z}
$$

assigned to them by Ohm's Law, but that they have different values

$$
-\frac{1}{\tau} \frac{\partial V}{\partial c}+u, \quad-\frac{1}{\tau} \frac{\partial V}{\partial y}+v, \quad-\frac{1}{\tau} \frac{\partial V}{\partial z}+w
$$

In order that there may be no accumulation at any point under this new distribution, the components of current must satisfy the equation of continuity, so that we must have

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}=0 \tag{315}
\end{equation*}
$$

By the same reasoning as in § 383 , we find for the rate at which heat is gencrated under the new system of currents,

$$
\iiint \tau\left\{\left(-\frac{1}{\tau} \frac{\partial V}{\partial x}+u\right)^{2}+\left(-\frac{1}{\tau} \frac{\partial V}{\bar{c} y}+v\right)^{2}+\left(-\frac{1}{\tau} \frac{\partial V}{\partial z}+w\right)^{2}\right\} d x d y d z
$$

which, on expanding, is equal to

$$
\begin{align*}
& \iiint_{\tau} \frac{1}{\tau}\left\{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right\} d x d y d z \\
&-2 \iiint\left(u \frac{\partial V}{\partial x}+v \frac{\partial V}{\partial y}+w \frac{\partial V}{\partial z}\right) d x d y d z \\
&+\iiint \tau\left(u^{2}+v^{2}+w^{2}\right) d x d y d z \ldots \ldots \ldots . . . . . . . . . . . . . . . . ~ \tag{316}
\end{align*}
$$

On transforming by Green's Theorem, the second term

$$
=2 \iiint V\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) d x d y d z-2 \iint V(l u+m v+n w) d S .
$$

The volume integral vanishes by equation (315), the integrand of the surface integral vanishos over each electrode from the condition that the total flow of current across the electrode is to remain unaltered, and at every point of the insulating boundary from the condition that there is to be no flow across this boundary. Thus the new rate of generation of heat is represented by the first and third terms of expression (316). The first term represents the old rate of generation of heat, the third term is an essentially positive quantity. Thus the rate of heat generation is increased by any deviation from the natural distribution of currents, proving the result.
385. An immediate result of this is that any increase or decrease in the specific resistance of any part of a conductor is accompanied by an increase or decrease of the resistance of the conductor as a whole. For on decreasing the value of $\tau$ at any point and keeping the distribution of currents unaltered, the rate of heat production will obviously decrease. On allowing the currents to assume their natural distribution, the rate of heat production will further decrease. Thus the rate of heat production with a natural distribution of currents is lessened by any decrease of specific resistance. But if $I$ is the total current transmitted by the conductor, and $R$ the resistance of the conductor, this rate of heat production is $R I^{2}$. Thus $R$ decreases when $\tau$ is decreased at any point, and obviously the converse must be true (cf. §359).

The Solution of Special Problems.<br>Current-flow in an Infinite Conductor.

386. A good approximation to the conditions of electric flow can occasionally be obtained by neglecting the restrictive influence of the boundaries of a conductor, and regarding the problem as one of flow between two elcetrodes in an infinite conductor. For simplicity, we shall consider only the casc in which the conductor is homogeneous.

The conditions to be satisfied by the potential $V$ are as follows. We must have $V=V_{1}$ over one electrode, and $V=V_{i}$ over the second electrode, while $\frac{\partial V}{\partial r}$ must vanish at infinity to a higher order than $\frac{1}{r^{2}}$ and throughout the conductor we must have $\nabla^{2} V=0(\$ 376)$. We can casily see (cf. $\mathbb{\S}$ ) 186, 187) that these conditions determine $V$ uniquely.

Consider now an analogous electrostatic problem. Let the conducting medium be replaced by air, while the electrodes remain conductors. Let the electrodes reccive equal and opposite charges of electricity until their difference of potential is $V_{1} \cdots V_{2}$. At this stage let $\psi$ denote the electrostatic potential at any point in the field. Let $\psi_{1}, \psi_{2}$ be the values of $\psi$ over the two electrodes, so that $\psi_{1}-\psi_{2}=V_{1}-V_{2}$. Then there will be a constant $C$ (namely $V_{1}-\psi_{1}$ ), such that $\psi+C$ assumes the values $V_{1}, V_{2}$ respectively over the two electrodes. Moreover $\nabla^{2} \psi=0$ throughout the field, so that $\nabla:(\psi+C)=0$ throughout the field, and $\psi=0$ at infinity except for terms in $\frac{1}{r^{2}}$ (cf. § 67 ), so that $\frac{\partial}{\partial r}(\psi+C)$ vauishes at infinity to a higher order than $\frac{1}{r^{2}}$.

Hence $\psi+C$ satisfies the conditions which, as we have seen, must be satisfied by the potential $V$ in the current problem, and these are known to suffice to determine $V$ uniquely. It follows that the value of $V$ must be $\psi+C$.

Thus the lines of flow in the current problem are identical with the lines of force when the two electrodes are charged to different potentials in air.

The normal current-flow at any point on the surface of an electrode is

$$
-\frac{1}{\tau} \frac{\partial V}{\partial n}
$$

so that the total flow of current outwards from this electrode

$$
=-\frac{1}{\tau} \iint \frac{\partial V}{\partial n} d S=-\frac{1}{\tau} \iint \frac{\partial \psi}{\partial n} d S .
$$

If $E$ is the charge on this electrode in the analogous electrostatic problem we have, by Gauss' Theorem,

$$
-\iint \frac{\partial \psi}{\partial n} d S=4 \pi E
$$

so that the total flow of current is seen to be $\frac{4 \pi E}{\tau}$.
If $p_{11}, p_{13}, p_{21}$ are the coefficients of potential in the electrostatic problem
so that

$$
\begin{aligned}
& \psi_{1}=p_{11} E-p_{12} E, \\
& \psi_{2}=p_{12} E-p_{22} E,
\end{aligned}
$$

$$
\nabla_{1}-\nabla_{2}=\psi_{1}-\psi_{2}=\left(p_{11}-2 p_{12}+p_{22}\right) E .
$$

If $I$ is the total current, and $R$ the equivalent resistance between the electrodes, we have just seen that

$$
I=\frac{4 \pi E}{\tau},
$$

so that

$$
\begin{equation*}
R=\frac{V_{1}-V_{2}}{I}=\frac{\tau}{4 \pi}\left(p_{11}-2 p_{12}+p_{22}\right) \tag{817}
\end{equation*}
$$

If we regard the two electrodes in air as forming a condenser, and denote its capacity by $C$, we have

$$
V_{1}-V_{2}=\psi_{1}-\psi_{2}=\frac{E}{C},
$$

so that

$$
\begin{equation*}
R=\frac{V_{1}-V_{2}}{I}=\frac{\tau}{4 \pi C} . \tag{318}
\end{equation*}
$$

387. As instances of the applications of formulae (317) and (318) to special problems, we have the following:
I. The resistance per unit length between two concentric cylinders of radii $a, b$ (as, for instance, the resistance between the core of a submarine cable and the sea), is, by formula (318),

$$
\frac{\tau}{2 \pi} \log \frac{b}{a}
$$

II. The resistance per unit length between two straight parallel cylindrical wires of radii $a, b$, placed with their centres at a great distance $r$ apart, in an infinite conducting medium, is, by formula (317),

$$
\begin{aligned}
& -\frac{\tau}{2 \pi}(\log a-2 \log r+\log b) \\
& =\frac{\tau}{2 \pi} \log \frac{r^{2}}{a b} .
\end{aligned}
$$

III. The resistance between two spherical electrodes, radii $a, b$, at a great distance $r$ apart, in an infinite conducting medium, is, by formula (317),

$$
\frac{\tau}{4 \pi}\left\{\frac{1}{a}+\frac{1}{b}-\frac{2}{r}\right\} .
$$

388. If two electrodes of any shape are placed in an infinite medium at a distance $r$ apart, which is great compared with their linear distances, we may take $p_{12}$ in formula (317) equal, to a first approximation, to $\frac{1}{r}$. This is small compared with $p_{11}$ and $p_{22}$, so that, to a first approximation, we may replace formula (317) by

$$
R=\frac{\tau}{4 \pi}\left(p_{11}+p_{22}\right) .
$$

It accordingly appears that the resistance of the infinite medium may be regarded as the sum of two resistances-a resistance $\frac{\tau p_{11}}{4 \pi}$ at the crossing of the current from the first electrode to the medium, and a resistance $\frac{\tau p_{n n}}{4 \pi}$ at the return of the current from the medium to the second electrode. Thus we may legitimately speak of the resistance of a single junction between an electrorle and the conducting medium surrounding it.

For instance, suppose a circular plite of radius $a$ is buried deep in the earth, and acts as electrode to distribute a current through the earth. The value of $p_{11}$ for a disc of radius $a$ is $\frac{\pi}{2 \alpha}$, so that the resistance of the junction is $\frac{\tau}{8 a}$. So also if a disc of radius $a$ is placed on the earth's surface, the resistance at the junction is $\frac{\tau}{4 a}$, and clearly this also is the resistance if the electrode is a semicircle of radius $a$ buried vertically in the earth with its diameter in the surfaco.

## Flow in a Plene Shect of Metal.

389. When the flow takes rlace in a sheet of metal of uniform thickness and structure, so that the current at every point may be regarded as flowing in a plane parallel to the surface of the sheet, the whole problem becomes two-dimensional. If $x, y$ are rectangular courdinates, the problem reduces to that of finding a solution of

$$
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}=0
$$

which shall be such that either $V$ has a given value, or else $\frac{\partial V}{\partial n}=0$, at every point of the boundary. The methods already given in Chap. viII for obtaining two-dimensional solutions of Laplace's equation are therefore available for the present problem. The method of greatest value is that of Conjugate Functions.

If the conducting medium extends to infinity, or is bounded entirely by the two electrodes, the transformations will be identical with those already discussed for two conductors at different potentials (§ 386). If the medium has also boundaries at which $\frac{\partial V}{\partial n}=0$, the procedure must be slightly different. We must try to transform the two electrodes into lines $V=$ constant, and the wher boundaries into lines $U=$ constant, so that the whole of the medium becomes transformed into the interior of a rectangle in the $U, V$ plane.

Let

$$
U+i V=f(x+i y)
$$

be a transformation which gives the required value for $V$ over both electrodes, and gives $\frac{\partial V}{\partial n}=0$ over the boundary of a conductor. Then $V$ will be the potential at any point, the lines $V=$ constant will be the equipotentials, and the lines $U=$ constant, being the orthogonal trajectories of the equipotentials, will be the lines of How.

At any point the direction of the current is normal to the equipotential through the point, and the amount of the current is given by

$$
C=\frac{1}{\tau} \frac{\partial V}{\bar{i} n}
$$

But $\frac{\partial V}{\partial n}$ is equal to $\frac{\partial U}{\partial s}$, where $\frac{\partial}{\partial s}$ denotes differentiation in the equipotential. Thus the current flowing across any piece $P Q$ of an equipotential

$$
\begin{aligned}
& =\int_{P}^{Q} C d s \\
& =\int_{P}^{Q} \frac{1}{\tau} \frac{\partial I}{\partial s} d s=\frac{1}{\tau}\left(C_{Q}^{-}-U_{P}\right) .
\end{aligned}
$$

If $P, Q$ are any two points in the conductor, a path from $P$ to $Q$ can be regarded as made up of a piece of an equipotential $P N$, and a piece of a line of flow $N\left(Q\right.$. The flow across $N Q$ is zero, that across $P_{\perp} Y$ is

$$
\frac{1}{\tau}\left(U_{N}-U_{P}\right) .
$$

This is accordingly the total flow across $P Q$, and since $U_{y}=U_{Q}$, it may be written as

$$
\frac{1}{\tau}\left(U_{Q}-U_{P}\right)
$$

390. As an illustration, let us suppose that the conducting plate is a polygon, two or more edges being the electrodes. We can transfurm this into the real axis in the $\zeta$-plane by a transformation of the type

$$
\begin{equation*}
\frac{\partial z}{\partial \zeta}=\left(\zeta-a_{0}\right)^{\frac{a_{0}}{\pi}-1}\left(\zeta-a_{1}\right)^{\frac{0_{1}}{\pi}-1} \cdots \tag{319}
\end{equation*}
$$

and this real axis has to be transformed into a rectangle formed (say) by the lines $V=V_{0}, V=V_{1}, U=0, U=C$ in the $W$-plane. The transformation for this will be

$$
\begin{equation*}
\frac{\partial W}{\partial \zeta}=\left[\left(\zeta-a_{0}\right)\left(\zeta-a_{p}\right)\left(\zeta-a_{q}\right)\left(\zeta-a_{r}\right)\right]^{\frac{-1}{2}} \tag{320}
\end{equation*}
$$

where $a_{0}, a_{p}$ and $a_{q}, a_{r}$ are the points on the real axis of $\zeta$ which determine the ends of the electrodes. By elimination of $\zeta$ from the integrals of equations (319) and (320) we obtain the transformation required.
391. The following example of this method is taken from a paper by H. F. Moulton (Proc Lond. Math. Soc. III. p. 104).



W-plane.
Fig. 102.

In fig. 101, let $A B C D$ be a rectangular plate, the piece $P Q$ of one or more sides being one electrode, and the piece $R S$ of one or more other sides being the other electrode. Let the rectangle $P Q R S$ in fig. 102 be its transformation in the $W$-plane. In the intermediate $\zeta$-plane, let the points $A, B, C, D$ transform to $\zeta=a, b, c, d$ respectively, and let the points $P, Q, R, S$ transform tu $s_{s}: p, q, r, s$ respectively. Then the transformations are

$$
\begin{aligned}
\frac{d z}{d \zeta} & =[(\zeta-a)(\zeta-b)(\zeta-c)(\zeta-d)]^{-\frac{1}{2}}, \\
\frac{d W}{d \zeta} & =[(\zeta-p)(\zeta-q)(\zeta-r)(\zeta-s)]^{-\frac{1}{2}} .
\end{aligned}
$$

If we write

$$
\begin{array}{cl}
\frac{(b-c)(a-d)}{(a-c)(b-d)}=\kappa, & \frac{(q-r)(p-s)}{(p-r)(q-s)}=\lambda_{2} \\
2 m=\sqrt{(a-c)(b-d)}, & 2 n^{\prime}=\sqrt{(p-r)(q-s),}
\end{array}
$$

the integrals are

$$
\begin{align*}
& \zeta=\frac{a(b-d)-b(a-d) \mathrm{sn}^{2} m z(\bmod \kappa)}{b-d-(a-d) \mathrm{si}^{2} m z(\bmod \kappa)} \cdots  \tag{321}\\
& \zeta=\frac{p(q-s)-q(p-s) \mathrm{sn}^{2} m^{\prime} W(\bmod \lambda)}{q-s-(p-s) \operatorname{sn}^{2} m^{\prime} W(\bmod \bar{\lambda})} \tag{322}
\end{align*}
$$

The sides $A B, A D$ of the first rectangle are the periods $\frac{K}{m}, \frac{i K^{\prime}}{m}$ of
sn $m z(\bmod \kappa)$; the sides $P Q, P S$ of the second rectangle are the periods in $W$, say $\frac{L}{m^{\prime}}, \frac{i L^{\prime}}{m^{\prime}}$, of $\operatorname{sn} m^{\prime} W(\bmod \lambda)$.

In the $W$-plane, the potential difference of the two electrodes is $P S$, or $\frac{L^{\prime}}{m^{\prime}}$, while the current is $\frac{1}{\tau} P Q$, or $\frac{L^{\prime}}{m^{\prime} \tau}$ The equivalent resistance of the plate is accordingly $\tau L^{\prime} / L$, so that the quantity we are trying to determine is $L^{\prime} / L$.

Let the coordinates of $P, Q, R, S$ in the $z$-plane be $z_{1}, z_{2}, z_{3}, z_{4}$. In the $\zeta$-plane the coordinates of these points are $p, q, r, s$. Hence from equations (321), we have

$$
p=\frac{a(b-d)-b(a-d) \mathrm{sn}^{2} m z_{1}(\bmod \kappa)}{(b-d)-(a-d) \operatorname{sn}^{2} m z_{1}(\bmod \kappa)},
$$

and similar equations for $q, r, s$. The ratio $L^{\prime} / L$ of which we are in search is now given by

$$
\frac{L^{\prime}}{L}=\frac{(q-r)(p-s)}{(p-r)(q-s)}=\frac{\left(\mathrm{sn}^{2} m z_{2}-\mathrm{sn}^{2} m z_{3}\right)\left(\mathrm{sn}^{2} m z_{1}-\mathrm{sn}^{2} m z_{3}\right)}{\left(\mathrm{sn}^{2} m z_{1}-\mathrm{sn}^{2} m z_{3}\right)\left(\mathrm{sin}^{2} m z_{2}-\mathrm{sn}^{2} m z_{4}\right)},
$$

the whole being to modulus $\kappa$. The values of $\mathrm{sn} m z$ can be obtained from Legendre's Tables.

Moulton has calculated the resistance of a square sheet with electrodes, each of length equal to one-fifth of a side, in the following four cases:
(1) Electrodes at middle of two opposite sides, Resistance $=1.745 R$,
(2) Electrodes at ends of two opposite sides and facing one another, Resistance $=2 \cdot 408 R$,
(3) Electrodes at ends of two opposite sides and not facing one another, Resistance $=2 \cdot 589 \mathrm{R}$,
(4) Electrodes bent equally round two opposite corners of square, Resistance $=3027 \mathrm{~K}$,
where $R$ is the resistance of the square when the whole of two opposite sides form the electrodes. A comparison of the results in cases (2) and (3) shews how large a part of the resistance is due to the crowding in of the lines of force near the electrode, and how small a part arises from the uncrowded part of the path.

## Limits to the Resistance of a Conductor.

392. The result obtained in § 386 enables us t.) assign an upper and a lower limit to the resistance of a conductor, when this resistance cannot be calculated accurately. For if any parts of the conductor are made into perfect conductors, the resistance of the whole will be lessened, and it may be possible to change parts of the conductor into perfect conductors in such
a way that the resistance of the new conductor can be calculated. This resistance will then be a lower limit to the resistance of the original conductor.

As an illustration, we may examine the case of a straight wire of variable cross-section $S$. Let us imagine that at small distances along its length we take cross-sections of infinitely small thickness, and make these into perfect conductors. The resistance between two such sections at distance $d s$ apart, will be $\frac{\tau d s}{S}$, where $S$ is the cross-section of either. Thus a lower limit to the resistance is supplied by the formula

$$
\tau \int \frac{d s}{\bar{S}}
$$

393. Again, if we replace parts of the conductor by insulators, so causing the current to flow in given channcls, the resistance of the whole is increased, and in this way we may be able to assign an upper limit to the resistance of a conductor.
394. As an instance of a conductor to the resistance of which both upper and lower limits can be assigned, let us consider the case of a cylindrical conductor $A B$ terminating in an infinite conductor $C$ of the same material. This example is of practical importance in connection with mercury resistance standards. The appropriate analysis was first given by Lord Rayleigh, discussing a parallel problem in the theory of sound.

Let $l$ be the length and $a$ the radius of the tube. To obtain a lower limit to the resistance, we imagine


Fig. 103. a perfectly conducting plane inserted at $B$. The resistance then consists of the resistance to this new electrode at $B$, plus the resistance from this with the infinite conductor $C$. The former resistance is $\frac{l \tau}{\pi a^{2}}$, the latter, by $\S 388$, is $\frac{\tau}{4 a}$, so that a lower linit to the whole resistance is

$$
\frac{l \tau}{\pi a^{2}}+\frac{\tau}{4 a},
$$

which is the resistance of a length $l+\frac{\pi a}{4}$ of the tube.
To obtain an upper limit to the resistance, we imagine non-conducting tubes placed inside the main tube $A B$, so that the current is constrained to flow in a uniform stream parallel to the axis of the main tube until the end $B$ is reached. After this the current flows through the semi-infinite conductor $C$ as directed by Ohm's Law.

The resistance of the tube $A B$ is, as before, $\frac{l_{\tau}}{\pi a^{2}}$. To obtain the resistance of the conductor $C$, we must examine the corresponding electrostatic problem. If $I$ is the total current, the flow of current per unit area over the circular mouth at $B$ is $I / \pi a^{2}$. In order that the potentials in the electrostatic problem may be , the same, we must have a uniform surface density of electricity

$$
\sigma=\left(\frac{\tau}{4 \pi}\right)\left(\frac{I}{\pi a^{2}}\right) \text { or } \frac{\tau I}{4 \pi^{2} u^{2}}
$$

on the surface of the disc.
The heat generated is $I^{2} R$, where $R$ is the resistance of the conductor $C$. It is also

$$
\begin{equation*}
\frac{1}{\tau} \iiint\left\{\left\{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right\} d x d y d z\right. \tag{323}
\end{equation*}
$$

taken through the conductor $C$. Now if $W$ is the electrostatic energy of a disc of radius $a$, having a uniform surface density $\sigma=\frac{\tau I}{4 \pi^{2} a^{2}}$ on each side, we have

$$
W=\frac{1}{\delta \pi} \iiint\left\{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial} \frac{V}{y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right\} d x d y d z
$$

where the integral is taken through all space, or again,

$$
W=\frac{1}{4 \pi} \iiint\left\{\left(\frac{\partial V}{\partial x}\right)^{2}+\left(\frac{\partial V}{\partial y}\right)^{2}+\left(\frac{\partial V}{\partial z}\right)^{2}\right\} d x d y d z
$$

where the integral is taken through the semi-infinite space on one side of the disc, i.e. through the space ( $\%$, if the disc is made to coincide with the mouth $B$. On substituting for the volume integral in expression (323), we find that

$$
\begin{equation*}
I^{2} R=\frac{4 \pi W}{\tau} \tag{324}
\end{equation*}
$$

Following Maxwell, we shall find it convenient to calculate $W$ directly from the potential. If a dise of radius $r$ has a uniform surface density $\sigma$ on each side, the potential at a point $P$ on its edge will be

$$
V_{P}=2 \sigma \iint \frac{d r d y}{r},
$$

where the integral is taken over one side of the disc, and $r$ is the distance from $P$ to the element $d x d y$. Taking polar coordinates, with $P$ as origin, the equation of the circle will be $r=2 b \cos \theta$; we may replace $d x d y$ by $r d r d \theta$, and obtain

$$
V_{P}=2 \sigma \int_{r=0}^{r=2 b \cos \theta} \int_{\theta=-\frac{\pi}{8}}^{\theta=\frac{\pi}{8}} d r \cdot d \theta=8 b \sigma
$$

On increasing the radius of the disc to $b+d b$, we bring up a charge $4 \pi b \sigma d b$ from infinity to potential $8 b \sigma$, so that the work done is

$$
d W=32 \pi b^{2} \sigma^{2} d b,
$$

and integrating from $b=0$ to $b=a$, we find for the potential energy of the complete disc of radius $a$,

$$
W=\frac{3_{3}^{2} \pi}{3} \pi a^{2} \sigma^{2} .
$$

Thus, from equation (324),
or, since

$$
\begin{gathered}
R=\frac{4 \pi}{I^{2} \tau}=\frac{W}{3 I^{2} \tau}, \\
\sigma=\frac{\tau I}{4 \pi^{2} u^{2}} \\
R=\frac{8 \tau}{3 \pi^{2} a}
\end{gathered}
$$

Thus an upper limit to the whole resistance is

$$
\frac{l \tau}{\pi \iota^{2}}+\frac{8 \tau}{\overline{3} \pi^{-a} a},
$$

which is the resistance of a length $l+\frac{8}{3 \pi} a$ of the tube.
Thus we may say that the resistance of the whole is that of a length $l+\alpha a$ of the tube, where $\alpha$ is intermediate between $\frac{\pi}{4}$ and $\frac{8}{3 \pi}$, i.e. between 785 and ${ }^{849}$. Lord Rayleigh * , by more elaborate analysis, has shewn that the upper limit for $a$ must be less than 8242 , and believes that the true value of $\alpha$ must be pretty close to 82 .

## The passage of Electricity through Dielectrics.

395. Since even the best insulators are not wholly devoid of conducting power, it is of importance to consider the flow of electricity in dielectrics.

Using the previous notation, we shall denote the potential at any point in the dielectric by $V$, the specific resistance by $\tau$, and the inductive capacity by $K$. We shall consider stcady flow first.

If the flow is to be steady, the equation of continuity, namely

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\frac{1}{\tau} \frac{\partial V}{\partial x}\right)+\frac{\partial}{\partial y}\left(\frac{1}{\tau} \frac{\partial V}{\partial y}\right)+\frac{\partial}{\partial z}\left(\frac{1}{\tau} \frac{\partial V}{\partial z}\right)=0 . \tag{325}
\end{equation*}
$$

must be satisfied. Also if there is a volume density of electrification $\rho$, the potential must satisfy equation (62), namely

$$
\begin{gathered}
\frac{\partial}{\partial x}\left(K \frac{\partial V}{\partial x}\right)+\frac{\partial}{\partial y}\left(K \frac{\partial V}{\partial y}\right)+\frac{\partial}{\partial z}\left(K \frac{\partial V}{\partial z}\right)=-4 \pi \rho \\
\text { Theory of Sound, Vol. I. Appendix A. }
\end{gathered}
$$

From a comparison of equations (325) and (326), it is clear that steady flow will not generally be consistent with having $\rho=0$. Hence if currents are started flowing through an uncharged dielectric, the dielectric will acquire volume charges before the currents become steady. When the currents have become steady, the value of $V$ will be determined by equation (325) and the boundary conditions, and the value of $\rho$ is then given by equation (326).

From equations (325) and (326), we obtain

$$
\rho=-\frac{1}{4 \pi \tau}\left\{\frac{\partial V}{\partial x} \frac{\partial}{\partial x}\left(K_{\tau}\right)+\frac{\partial V}{\partial y} \frac{\partial}{\partial y}\left(K_{\tau}\right)+\frac{\partial V}{\partial z} \frac{\partial}{\partial z}(K \tau)\right\} \ldots \ldots(327) .
$$

The condition that $\rho$ shall vanish, whatever the value of $V$, is that $K_{\tau}$ shall be constant throughout the dielectric: if this condition is satisfied the value of $\rho$ necessarily vanishes at every point for all systems of steady currents. The most important case of this condition being satisfied occurs when the dielectric is homogeneous throughout. If $K \tau$ is not constant throughout the dielectric, equation (327) shews that we can have $\rho=0$ at every point provided the surfaces $V=$ cons. and $K^{\top} \tau=$ cons. cut one another at right angles at every point, i.e. provided $K \tau$ is constant along every line of flow.

We have already had an illustration (§ 381 ) of the accumulation of charge which occurs when the value of $K \tau$ varies in passing along a line of flow.

## Time of Relaxation in a Ilomogeneous Dielectric.

396. Let a homogeneous dielectric be charged so that the volume density at any point is $\rho$.

If any closed surface is taken inside the dielectric, the total charge inside this surface must be

$$
\iiint \rho d x d y d z
$$

while the rate at which electricity flows into the surface will, as in $\S 375$, be

$$
\iint(l u+m v+n(v) d S
$$

where $u, v, w$ are the components of current and $l, m, n$ are the direction cosines of the normal drawn into the surface. Since this rate of flow into the surfice must be equal to the rate at which the charge inside the surfuce increases, we must have

$$
\begin{aligned}
\iint(l u+m v+n w) d S & =\frac{d}{d t} \iiint \rho d x d y d z \\
& =\iiint \frac{d \rho}{d \bar{t}} d x d y d z
\end{aligned}
$$

The integral on the left may, by Green's Theorem, be transformed into

$$
-\iiint\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) d x d y d z,
$$

and this again is equal, by equations (310), to

$$
\iiint \frac{1}{\tau}\left(\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}\right) d x d y d z .
$$

Thus we have

$$
\iiint\left\{\frac{1}{\tau}\left(\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}\right)-\frac{d \rho}{d \hat{t}}\right\} d x d y d z=0,
$$

and since this is true whatever surface is taken, each integrand must vanish separately, and we must have, at every point of the dielectric,

$$
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\lambda^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=\tau \frac{d \rho}{d t} .
$$

We have also, as in equation (326),
so that

$$
\begin{gathered}
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=-\frac{4 \pi \rho}{K} \\
\frac{d \rho}{d t}=-\frac{4 \pi}{K \tau} \rho
\end{gathered}
$$

The integral of this equation is

$$
\rho=\rho_{0} e^{-\frac{4 \pi}{K \tau} \ell},
$$

where $\rho_{0}$ is the value of $\rho$ at time $t=0$.
Thus the charge at every point in the dielectric falls off exponentially with the time, the modulus of decay being $\frac{4 \pi}{h_{\tau}^{\prime}}$. The time $\frac{K \tau}{4 \pi}$, in which all the charges in the dielectric are reduced to $1 / e$ times their original value, is called the "time of relaxation," being analogous to the corresponding quantity in the Dynamical Theory of Gises**.

The relaxation-time admits of experimental determination, and as $\tau$ is casily determined, this gives us a means of determmong $\boldsymbol{K}$ experimentally for conductors. In the case of grod conductors, the relaxation-time is too small to be observed with any accuracy, but the method has been employed by Cohn and Arons $\dagger$ to determine the inductive capacity of water. The value obtained, $K=736$, is in good agreement with the values obtained in other ways (cf. § 84).

[^12]
## Discharge of a Condenser.

397. Let us suppose that a condenser is charged up to a certain potential, and that a certain amount of leakage takes place through the dielectric between the two plates. Then, as we have just seen, the dielectric will, except in very special cases, become charged with electricity.

Now suppose that the two plates are connected by a wire, so that, in ordinary language, the condenser is discharged. Conduction through the wire is a very much quicker process than conduction through the dielectric, so that we may suppose that the plates of the condenser are reduced to the same potential before the charges imprisoned in the dielectric have begun to move. For simplicity, let us suppose that the plates of the condenser are both reduced to potential zero. Then the surface of the dielectric may, with fair accuracy, be regarded as an equipotential surface, the potential being zero all over it. It follows that there can be no lines of force outside this equipotential: all lines of force which originate on the charges imprisoned in the dielectric, and which do not terminate on similar charges, must terminate on the surfice of the didectric. Thus we shall have a system of charges on the surfice of the dielectric, these charges being equal in magnitude but opposite in sign to those of the Green's "equivalent stratum" corresponding to the system of charges imprisoned in the dielectric. This system of charges on the surface of the diclectric is of the kind which Faraday would call a "bound" charge (cf. § 141).

Suppose the plates of the condenser to be again inculated. The system of charges inside the dielectric and at its surface is not an equilibrium distribution, so that currents will be set up in the dielectric, and a general rearrangement of electricity will take place. The potentials throughout the dielectric will change, and in particular the potentials of the condenser-plates at the surfice of the dielectric will change. In other words, the charge on these plates is no longer a "bound" charge, but becomes, at least pantially, a "free" charge. On joming the two plates by a wire, a new discharge will take place.

This is Maxwell's explanation of the phonomenon of "residual discharge.' It is found that, some time after a condenser has been discharged and insulated, a second and smaller discharge can be obtained on joining the plates, after this a third, and so on, almost indefinitely. It should be noticed that, on the explanation which has been given, no residual discharge ought to take place if the dielectric is perfectly homogeneous. It thus becomes possible to test the theory by experiments on homogeneous dielectrics.

Rowland and Nichols* tested calcspar, which is a perfectly homogeneous crystal, and found no trace of residual discharge. Hertz $\dagger$ found traces of a

[^13]residual discharge in a homogeneous fluid, benzene, but found that these disappeared as impurities were removed from the fluid; Arons* obtained the same result with paraffin. Finally Muraoka $\dagger$ experimented with various oils, paraffin, resin, turpentine and xylol. Residual discharges were not found in the oils singly, but appeared as soon as two or more were mixed together.

These facts are in agreement with Maxwell's theory of residual discharge and afford strong contirmation of the theory. On the other hand there are a large number of experimental facts which are difficult to explain in terms of Maxwell's theury alone, and which seem to suggest that the theory is incomplete.

## EXAMPLES.

1. The ends of a rectangular conducting lamina of breadth $c$, length $a$, and uniform thickness $r$, are maintained at different potentials. If $f(x, y)$ be the specific resistance $\rho$ at a point whose distances from an end and a side are $x, y$, prove that the resistance of the lamind caunot be less than $\int_{0}^{a} \frac{d \cdot r}{\tau \int_{0}^{c} \frac{d y}{\rho}}$, or greater thail $\frac{1}{\tau \int_{0}^{r} \frac{d!y}{\int_{0}^{a} \mu d x}}$.
2. Two large vessels filled with mercury are connected by a capillary tube of uniform bore. Find superior and inferior limits to the conductivity.
3. A cylindrical cable consists of a couducting core of copper surrounded by a thin insulating sheath of material of given specific resistance. Shew that if the sectional arcas of the core and sheath are given, the resistance to lateral leakage is greatest when the surfaces of the two materials are coaxal right errcular cylinders.
4. Prove that the product of the resistance to leakage per unit length between two practically infinitely long parallel wires insulated by a uniforn dielectric and at different potentials, and the capacity per unit length, is $K_{\rho} / 4 \pi$, where $K$ is the inductive capacity and $\rho$ the specific resistance of the dielectric. Prove also that the time that elapses before the potential difference sinks to a given fraction of its original value is independent of the sectional dimensions and relative positions of the wires.
5. If the right sections of the wires in the list question are semicircles described on opposite sides of a square as diameters, and outside the square, while the cylindrical space whose section is the sernicircles simularly described on the other two sides of the square is filled up with a dielectric of infinite specitic resistance, and all the noighbourng space is filled up with a dielectric of resistance $\rho$, prove that the leakage per unit length in unit time is $2 V^{\prime} / \rho$, where $V$ is the potential difference.
6. If $\phi+i \psi=f(x+i y)$, and the curves for which $\phi=$ cons. be closed curves, shew that the insulation rosistance between lengths $l$ of the surfaces $\phi=\phi_{0}, \phi=\phi_{1}$, is

$$
\frac{\rho\left(\phi_{1} \sim \phi_{0}\right)}{i[\psi]},
$$

where [ $\psi$ ] is the increment of $\psi$ on $p$ :ssing once round a $\phi$-curve, and $\rho$ is the specific resistance of the dielectric

[^14]7. Current enters and leaves a uniform circular disc through two circular wires of small radius $e$ whose central lines pass through the edge of the disc at the extremities of a chord of length $d$. Shew that the total resistance of the sheet is
$$
(2 \sigma / \pi) \log (d / \varnothing) .
$$
8. Using the transformation
$$
\log (x+i y)=\xi+i \eta
$$
prove that the resistance of an infinite strip of uniform breadth $\pi$ between two electrodes distant $2 a$ apart, situated on the middle line of the strip and having equal radii $\delta_{\text {, }}$ is
$$
\frac{\sigma}{\pi} \log \left(\frac{2}{8} \tanh a\right)
$$
9. Shew that the transformation
$$
x^{\prime}+i y^{\prime}=\cosh \pi(x+i y) / a
$$
enables us to obtain the potential due to any distribution of electrodes upon a thin conductor in the form of the semi-infinite strip bounded by $y=0, y=a$, and $x=0$.

If the margin be uninsulated, find the potential and flow due to a source at the point $2=c, y=\frac{a}{2} \quad$ Shew that if the flows across the three edges are equal, then $\pi c=a \cosh ^{-1} 2$.
10. Equal and opposite electrodes are placed at the extremities of the base of an isosceles triangular lamina, the length of one of the equal sides being $a$, and the vertical angle $\frac{2 \pi}{3}$. Shew that the lines of flow and equal potential are given by
where

$$
\begin{gathered}
\sinh ^{\frac{2}{3}} \frac{w}{2}+1=\sqrt{ } 3 \frac{1+\operatorname{cn} u}{1-\operatorname{cn} u}, \\
3^{4} \Gamma\left(\frac{1}{2}\right) u \alpha=\Gamma\left(\frac{1}{3}\right) \Gamma\left(\frac{1}{6}\right)\left(z e^{-\frac{\pi i}{6}}-a\right),
\end{gathered}
$$

and the modulus of $\mathrm{cn} v$ is $\sin 75^{\circ}$, the origin being at the vertex.
11. A circular sheet of copper, of specific resistance $\sigma_{1}$ per unit area, is inserted in a very large sheet of tinfoil $\left(\sigma_{0}\right)$, and currents flow in the composite sheet, entering and leaving at electrodes. Prove that the current-function in the tinfoil corresponding to an electrode at which a current $e$ enters the tinfoil is the coefficient of $i$ in the imaginary part of

$$
\cdots \frac{\sigma_{0} c}{2} \frac{\pi}{\pi}\left[\log (z-c)+\frac{\sigma_{0}-\sigma_{1}}{\sigma_{0}+\sigma_{1}} \log \frac{c z}{c z-\overline{a^{2}}}\right]
$$

where $a$ is the radius of the copper sheet, $z$ is a complex variable with its origin at the centre of the sheet, and $c$ is the distance of the electrode from the origin, the real axis passing through the electrode.

Generalise the expression for any position of the electrode in the copper or in the tinfoil, and unvestigate the corresponding expressions determining the lines of flow in the copper.
12. A uniform conducting sheet has the form of the catenary of revolution

$$
y^{2}+z^{2}=c^{2} \cosh ^{2} \frac{x}{c}
$$

Prove that the potential at any point due to an electrode at $x_{0}, y_{0}, z_{0}$, introducing a current $C$, is

$$
\text { constant }-\frac{C_{\sigma}}{4 \pi} \log \left(\cosh \frac{x-x_{0}}{C}-\frac{y y_{0}+z z_{0}}{\sqrt{\left(y^{3}+z^{\prime 2}\right)\left(y_{0}{ }^{2}+z_{0}^{2}\right)}}\right) .
$$

## CHAPTER XI

## PERMANENT MAGNETISM

## Physical Phenomena.

398. IT is found that certain bodies, known as magnets, will attract or repel one another, while a magnet will also exert forces on picces of irun or steel which are not themselves magnets, these forces being invariably attractive. The most familiar fact of magnetism, namely the tendency of a magnetic needle to point north and south, is simply a particular instance of the first of the sets of phenomena just mentioned, it being found that the earth itself may be regarded as a vast aggregation of magnets.

The simplest piece of apparatus used for the experimental study of magnetism is that known as a bar-magnet. This consists of a bar of steel which shews the property of attracting to itself small piecess of steel or iron. Usually it is found that the magnetic propertios of a bar-magnet reside largely or entirely at its two ends. For instance, if the whole bar is dipped into a collection of iron filings, it is found that the filings are attracted in great numbers to its two ends, while there is hardly any attraction to the middle parts, so that on lifting the bar out from the collection of filings, we shall find that filings continue to cluster round the ends of the bar, while the middle regions will be comparatively free.

## Poles of a Magnet.

399. The two ends of a magnet-or, more strictly, the two regions in which the magnetic properties are concentrated-are spoken of as the "poles" of the magnet. If the magnet is freely suspended, it will turn so that the line joining the two poles points approximately north and south. The pole which places itself so as to point towards the north is calied the " north-seeking pole," while the other pole, pointing to the south, is called the " south-seeking pole:"

By experimenting with two or more magnets, it is found to be a general law that similar poles repel one another, while dissimilar poles altract one another.

The earth may roughly be regarded as a single magnet of which the two magnetic poles are at points near, to the geographical north and south poles. Since the northern magnetic pole of the earth attracts the north-seeking pole of a suspended bar-magnet, it is clear that this northern magnetic pole must be a south-seeking pole; and similarly the southern pole of the earth must be a north-seeking pole. Lord Kelvin speaks of a south-seeking pole as a " true north" pole-i.e. a pole of which the magnetism is of the kind found in the northerly regions of the earth. But for purposes of mathematical theory it will be most convenient to distinguish the two kinds of pole by the entirely neutral terms, positive and negative. And, as a matter of convention, we agree to call the north-seeking pole positive. Thus we have the fullowing pairs of terms:

North-seeking $=$ True South $=$ Positive,
Suuth-seekin! $=$ I'rue Nortn $=$ Negative .

Law of Force letween Magnetic Poles.
400. By experiments with his torsion-balance, Coulomb established that the force between two magnetic poles varies inversely as the square of the distauce between them. It was found also to be proportional to the product of two quantities spoken of as the "strengths" of the poles. Thus if $F$ is the repulsion between two poles of strengths $m, m^{\prime}$ at a distance $r$ apart, we have

$$
\begin{equation*}
F=\frac{c m n^{\prime}}{r^{2}} \tag{328}
\end{equation*}
$$

It is found that $c$ depends on the medium in which the poles are placed, but is otherwise constant. Clearly if we agree that the strength of positive poles is to be reckoned as positive, while that of negative poles is reckoned negative, then $c$ will be a positive quantity

## The Unit Magnetic Pule.

401. Just as Coulomb's electrostatic law of force supplied a convenient way of measuring the strength of an electric charge, so the law expressed by equation (328) provides a convenient way of measuring the strength of a magnetic pole, and so gives a system of magnetic units. A system of units, analogous to the electrostatic system ( $\$ \mathbf{\Omega} 17,18$ ) is obtained by defining the unit pole to be such as to make $c=1$ in equation (328). This system is called the Magnetic (or, more generally, Electromagnetic) system of units. We define a unit pole, in this system, to be a pole of strength such that when placed at unit distance from a pole of equal strength the repulsion between the two poles is one of unit force.

Thus the force $F$ between two poles of strengths $m, m^{\prime}$, measured in the Electromagnetic system of units, is given by

$$
\begin{equation*}
F=\frac{m m^{\prime}}{r^{2}} \tag{329}
\end{equation*}
$$

The physical dimensions of the magnetic unit can be discussed in just the same way in which the physical dimensions of the electrostatic unit have already been discussed in § 18 .

## Moment of a Line-Magnet.

402. It is found that every positive pole has associated with it a negative pole of exactly equal strength, and that these two poles are always in the same piece of matter.

Thus not only are positive and negative magnetism necessarily brought into existence together and in equal quantities, as is the case with positive and negative electricity, but, further, it is impossible to separate the positive and negative magnetism after they have been brought into existence, and in this respect magnetism is unlike electricity.

It follows that it is impossible to have a body "charged with magnetism" in the way in which we can have a body charged with celectricity. A magnetised body may possess any number of poles, and at each pole there is, in a sense, a charge of magnetism; but the total charge of magnetism in the body will always be zero.

Hence it follows that the simplest and most fundamental picce of matter we can imagine which is of interest for the theory of magnetism, is not a small body carrying a charge of magnetism, but a small body carrying (so to speak) two equal and opposite charges at a certain distance apart.

This leads us to introduce the conception of a line-magnet. A linemagnet is an idcal bar-magnet of which the width is infinitesimal, the length finite, and the poles at the two extreme ends. Thus geometrically the ideal line-magnet is a line, while its poles are points.

The strengths of the two poles of a line-magnet are necessarily equal and opposite. The product of the numerical strength of either pole and the distance between the poles is called the "moment" of the line-magnet.

## Maguetic Particle.

403. If we imagine the distance between the two poles of a line-magnet to shrink until it is infinitesimal, the magnet becomes what is spoken of as a magnetic particle. If $\pm m$ are the strengths of its poles and $d s$ is the distance between the two poles, the moment of the nagnetic particle is $1 / \mathrm{c} d$.

It is easily shewn that, as regards all phenomena occurring at a finite distance, two co-axial magnetic particles have the same effect if their moments are equal ; their length and the strengths of their poles separately are of no importance. To see this we need only consider the case of two magnetic particles, each having poles $\pm m$, and length $d s$, and therefore moment $m d s$. Clearly these will produce the same effect at finite distances whether they are placed end to end or side by side. In the latter case, we have a magnet of length $d s$, poles $\pm 2 m$, while in the former case the two contiguous poles, being of opposite sign, neutralise one another, and the arrangement is in effect a magnet of length $2 d s$ and poles $\pm m$. Thus in each case the moment is the same, namely $2 m d s$, while the strengths of the poles and their distances apart are different.

If we place a large number $n$ of similar magnetic particles end to end, all the poles will neutralise one another except those at the extreme ends, so that the arrangement produces the sane effect as a line-magnet of length $n d s$. By taking $n=\frac{l}{d s}$, where $l$ is a finite length, we see that the effect of a line-magnet of length $l$ can be produced exactly by $n$ magnetic particles of length ds.

The two arrangements will be indistinguishable by their magnctic effects at all external points. There is, however, a way by which it would be easy to distinguish them. If the arrangement were simply two poles $\pm m$, at the ends of a wire of length $l$, then on cutting the wire into two pieces, we should have one pole remaining in each piece. If, however, the arrangement were
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that of a series of magnetic particles, we should be able to divide the series between two particles, and should in this way obtain two complete magnets. The pair of poles on the two sides of the point of division which have so far been neutralising one another now figure as independent poles.

As a matter of experiment, it is not only found to be possible to produce two complete magnets by cutting a single magnet between its poles, but it is found that two new magnets are produced, no matter at what point the cutting takes place. The inference is not only that a natural magnet must be supposed to consist of magnetic particles, but also that these particles are so small that when the magnet is cut in two, there is no possibility of
cutting a magnetic particle in two, so that one pole is left on each side of the division. In other words, we must suppose the magnetic particles either to be identical with the molecules of which the matter is composed or else to be even smaller than these molecules. At the same time, it will not be necessary to limit the magnetic particle of mathematical analysis by assigning this definite meaning to it: any collection of molecules, so small that the whole space occupied by it may be regarded as infinitesimal, will be spoken of as a magnetic particle.
404. Axis of a maynetic particle. The axis of a magnetic particle is defined to be the direction of a line drawn from the negative to the positive pole of the particle:

It will be clear, from whit has already been said, that the effect of a magnetic particle at all external points is known when we know its position, axis and moment.

## Intensity of Magnetisation.

405. In considering a bar-magnet, which must be supposed to have breadth as well as length, we have to consider the magnetic particles as being stacked side by side as well as placed end to end. For clearness, let us suppose that the magnet is a rectangular parallelepiped, its length being parallel to the axis of $x$, while its height and breadth are parallel to the two other axes. The poles of this bar-magnet may be supposed to consist of a uniform distribution of infinitesimal magnetic poles over each of the two faces parallel to the plane of $y z$, let us say a distribution of poles of aggregate strength $I$ per unit area at the positive pole, and $-I$ per unit area at the negative pole, so that if $A$ is the area of each of these faces, the poles of the magnet are of strengths $\pm I A$.

As a first step, we may regard the magnet as made up of an infinite number of line-magnets placed side by side, each line-magnet being a rectangular prism parallel to the length of the magnet, and of very small cross-section. Thus a prism of cross-section $d y d z$ may be regarded as a linemagnet having poles $\pm I d y d z$. This again may be regarded as made up of a number of magnetic particles. As a type, let us consider a particle of length $d x$, so that the volume of the magnet occupied by this particle is $d x d y d z$. The poles of this particle are of strength $\pm I d y d z$, so that the moment of the particle is

## $I d x d y d z$.

If we take any small cluster of these particles, occupying a small volume $d v$, the sum of their moments is clearly $I d v$, and these produce the same magnetic effects at external points as a single particle of moment

The quantity $I$ is called the "intensity of magnetisation" of the magnet. The magnetisation has direction as well as magnitude. In the present instance the direction is that of the axis of $x$.
406. In general, we define the intensity and direction of magnetisation as follows :

The intensity of magnetisation at any point of a magnetised body is defined to be the ratio of the magnetic moment of any small particle at this point to the volume of the particle.

The direction of magnetisation at any point of a magnetised body is defined to be the direction of the magnetic axis of a small particle of magnetic matter at the point.

Instead of specifying the magnetisation of a body in terms of its poles, it is both more convenient from the mathematical point of view, and more in accordance with truth from the physical point of view, to specify the intensity at every point in magnitude and direction. Thus the bar-magnet which has been under consideration would be specified by the statement that its intensity of magnetisation at every point is $I$ parallel to the axis of $x$. A body such that the intensity is the same at every point, both in margnitude and direction, is said to be uniformly magnetised.

## The Magnetic Field of Force.

407. The ficld of force produced by a collection of magnets is in many respects similar to an electrostatic field of forec, so that the various conceptions which were found of use in electrostatic theory will again be employed.

The first of these conceptions was that of electric intensity at a point. In clectrostatic theory, the intensity at any point was defined to be the force per unit charge which would act on a small charged particle placed at the point. It was necessary to suppose the charge to be of infinitesimal amount, in order that the charges on the conductors in the field might not be disturbed by induction.

There is, as we shall see later, a phenomenon of magnetic induction, which is in many respects similar to that of electrostatic induction, so that in defining magnetic intensity we have again to introduce a condition to exclude effects of induction.

Also, to avoid confusion between the magnetic intensity and the intensity of magnetisation defined in $\S 406$, it will be convenient to speak of magnetic force at a point, rather than of magnetic intensity. We accordingly have the following definition, analogous to that given in § 30 .

The magnetic force at any point is given, in magnitude and direction, by the force per unit strength of pole, which would act on a magnetic pole situated at this point, the strength of the pole being supposed so small that the magnetism of the field is not affected by its presence.
408. The other quantities and conceptions follow in order, as in Chapter II. Thus we have the following definitions:

A line of force is a curve in the magnetic field, such that the tangent at every point is in the direction of the magnetic force at that point (cf. § 31).

The potential at any point in the field is the work per unit strength of pole which has to be done on a magnetic pole to bring it to that point from infinity, the strength of the pole being supposed so small thut the magnutism of the field is not affected by its presence (cf. § 33).

Let $\Omega$ denote the magnetic potential and $\alpha, \beta, \gamma$ the components of magnetic force at any point $x, y, z$, then we have from this definition (cf. equation (6)),

$$
\Omega=-\int_{\infty}^{x, y, z}(\alpha d x+\beta d y+\gamma d z)
$$

and the relations (cf. equations (9)),

$$
\begin{equation*}
\alpha=-\frac{\partial \Omega}{\partial x}, \quad \beta=-\frac{\partial \Omega}{\partial y}, \quad \gamma=-\frac{\partial \Omega}{\partial z} . \tag{331}
\end{equation*}
$$

A surface in the magnetic field such that at every point on it the potential has the same value, is called an Equipotential Surface (cf. § 35).

From this definition, as in § 35, follows the theorem:
Equipotential Surfaces cut lines of force at right angles.
The law of force being the same as in electrostatics, we have as the value of the potential (cf. equation (10)),

$$
\begin{equation*}
\Omega=\Sigma \frac{m}{r} \tag{332}
\end{equation*}
$$

where $m$ is the strength of any typical pole, and $r$ is the distance from it to the point at which the potential is being evaluated.

As in § 42, we have Gauss' Theorem:

$$
\begin{equation*}
\iint \frac{\partial \Omega}{\partial n} d S=-4 \pi \Sigma m \tag{33}
\end{equation*}
$$

where the integration is over any closed surface, and $\Sigma m$ is the sum of the strengths of all the poles inside this surface. If the surface is drawn so as not to cut through any magnetised matter, $\Sigma m$ will be the aggregate strength of the poles of complete magnetic particles, and therefore equal to zero. Thus for a surface drawn in this way

$$
\begin{equation*}
\iint \frac{\partial \Omega}{\partial n} d S=0 . \tag{334}
\end{equation*}
$$

If the position of the surface $S$ is determined by geometrical conditionsif, for instance, it is the boundary of a small rectangular element $d x d y d z$ then we cannot suppose it to contain only complete magnetic particles, and equation (334) will not in general be true.

If there is no magnetic matter present in a certain region, equation (334) is true for any surface in this region, and on applying it to the surfice of the small rectangular element $d x d y d z$, we obtain, as in $\S 50$,

$$
\begin{equation*}
\frac{\partial^{2} \Omega}{\partial x^{2}}+\frac{\partial=\Omega}{\partial y^{2}}+\frac{\partial: \Omega}{\partial z^{2}}=0 \tag{335}
\end{equation*}
$$

the differential equation satisfied by the magnetic potential at every point of a region in which there is no magnetic matter present.

## Tubes of Force.

409. $\Lambda$ tubular surface bounded by lines of force is, as in electrostatics, called $\mathfrak{a}$ tube of force. Let $\omega_{1}, \omega_{2}$ be the areas of any two normal crosssections of a thin tube of force, and let $H_{1}, H_{2}$ be the values of the intensities at these points. By applying Gauss' Theorem to the closed surface formed by the two cross-sections and the portion of the tube which lies between them, we obtain, as in § 56 ,

$$
H_{1} \omega_{1}-H_{2} \omega_{2}=0,
$$

provided there is no magnetic matter inside this closed surface.
Thus in free space the product $I I \omega$ remains constant. The value of this product is called the strength of the tube.

In electrostatics, it was found convenient to define a unit tube to be one which ended on a unit charge, so that the product of intensity and cross-section was not equal to unity but to $4 \pi$.

## Putential of a Mugnetic Particle.

410. Let a magnetic partcle consist of a pole of strength $-m_{1}$ at $O$, and a pole of strength $+m_{1}$ at $P$, the distance $O P$ being infinitesimal.

The porential at any point $Q$ will be

$$
\Omega_{Q}=\frac{m_{1}}{P Q}-\frac{n l_{1}}{O Q}
$$

 this becomes

$$
\begin{equation*}
\Omega_{Q}=\frac{m_{1}(O Q-P Q)}{P Q . O Q}=\frac{n_{1} O P \cos \theta}{P Q . O Q}=\frac{\mu \cos \theta}{r^{2}} \tag{337}
\end{equation*}
$$

where $\mu=m_{1} . O P$, the moment of the particle.

The analysis here given and the result reached are exactly similar to those already given for an electric doublet in § 64. The same result can also be put in a different form.

Let us put $O P=d s$, and let $\frac{\partial}{\partial s}$ denote differentiation in the direction of $O P$, the axis of the particle. Then equation (336) admits of expression in the form

$$
\Omega_{q}=m_{1} d s \frac{\partial}{\partial s}\left(\frac{1}{r}\right)=\mu \frac{\partial}{\partial s}\left(\frac{1}{r}\right) .
$$

Let $l, m, n$ be the direction-cosines of the axis of the particle, then furmula (338) can also be written

$$
\begin{equation*}
\Omega_{Q}=\mu\left\{l \frac{\partial}{\partial x}\left(\frac{1}{r}\right)+m \frac{\partial}{\partial y}\left(\frac{1}{r}\right)+n \frac{\partial}{\partial z}\left(\frac{1}{r}\right)\right\} \tag{339}
\end{equation*}
$$

where, in differentiation, $x, y, z$ are supposed to be the coordinates of the particle, and not of the point $Q$.
411. Resolution of a magnetic particle. Equation (339) shews that the potential of the single prarticle we have been considering is the same as the potential of three separate particles, of strengths $\mu l, \mu m$ and $\mu n$, and axes in the directions $O x, O y, O z$ respectively. Thus a magnetic particle may be resolved into components, and this resolution follows the usual vector law.

The same result can be seen geometrically.
Let us start from 0 and move a distance $l d s$ parallel to the axis of $x$, then a distance $m d s$ parallel to the axis of $y$, and then a distance $n d s$ parallel to the axis of $z$. This series of movements brings us from $O$ to $P$, a distance $d s$ in the dircetion $l, m, n$. Let the path be $O_{q} r P$ in fig. 106. The magnetic particle under consideration has poles $-m_{1}$ at $O$ and $+m_{1}$ at $P$. Without altering the field, we can superpose two equal and opposite poles $\pm m_{1}$ at $q$, and also two equal and opposite poles $\pm m_{1}$ at $r$.

The six poles now in the ficld can be taken in three pairs so as to constitute three doublets of strengths $m_{1} . O q, m_{1} . q r$ and $m_{1} r P$ respec-
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## Potential of a Magnetised Body.

412. Let $I$ be the intensity of magnetisation at any point of a magnetised hody, and let $l, m, n$ be the direction-cosines of the direction of magnetisation at this point.

The matter occupying any element of volume $d x d y d z$ at this point will be a magnetic particle of which the moment is $I d x d y d z$ and the axis is in direction $l, m, n$. By formula (339), the potential of this particle at any external point is

$$
I\left\{l \frac{\partial}{\partial x}\left(\frac{1}{r}\right)+m \frac{\partial}{\partial y}\left(\frac{1}{r}\right)+n \frac{\partial}{\partial z}\left(\frac{1}{r}\right)\right\} d x d y d z
$$

so that, by integration, we obtain as the potential of the whole body at any external point $Q$.

$$
\begin{equation*}
\Omega_{Q}=\iiint I\left\{l \frac{\partial}{\partial x}\left(\frac{1}{r}\right)+m \frac{\partial}{\partial y}\left(\frac{1}{r}\right)+n \frac{\partial}{\partial z}\left(\frac{1}{r}\right)\right\} d x d y d z . \tag{340}
\end{equation*}
$$

in which $r$ is the distance from $Q$ to the element $d x d y d z$, and the integration extends over the whole of the magnetised body.

If we introduce quantities $A, B, C$ defined by

$$
\left.\begin{array}{l}
A=I l  \tag{3+1}\\
B=I m \\
C=I n
\end{array}\right\}
$$

then equation (340) can be put in the form

$$
\begin{equation*}
\Omega_{Q}=\iiint\left\{A \frac{\partial}{\partial x}\left(\frac{1}{r}\right)+B_{\dot{\partial} y} \frac{\partial}{1}\left(\frac{1}{r}\right)+C \frac{\partial}{\partial z}\left(\frac{1}{r}\right)\right\} d x d y d z \tag{3+2}
\end{equation*}
$$

The quantities $A, B, C$ are called the components of magnetisation at the point $x, y, z$. Equation (342) shews that the potential of the original magnet, of magnetisation $I$, is the same as the potential of three superposed magnets, of intensities $A, B, C$ parallel to the three axes. This is also obvious from the fact that the particle of strength Idxrdydz, which occupies the element of volume $d x d y d z$, may be resolved into three particles parallel to the axes, of which the strengths will be $A d x d y d z, B d x d y d z$ and $C \cdot d x d y d z$, if $A, B, C$ are given by equations (341).

## Potentinl of a uniformly Mrametised Body.

413. If the magnetisation of any body is uniform, the values of $A, B, C$ are the same at all points of the body.

Let the coordinates of the point $Q$ in equation (342) be $x^{\prime}, y^{\prime}, z^{\prime}$, so that

Then, clearly,

$$
\begin{gathered}
\frac{1}{r}=\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{\prime}\right]^{-\frac{1}{2}} \\
\frac{\partial}{\partial x}\left(\frac{1}{r}\right)=-\frac{\partial}{\partial x^{\prime}}\left(\frac{1}{r}\right), \text { etc. }
\end{gathered}
$$

Replacing differentiation with respect to $x, y, z$ by differentiation with respect to $x^{\prime}, y^{\prime}, z^{\prime}$ in this way, we find that equation (342) assumes the form

$$
\begin{equation*}
\Omega_{q}=-\left(A \frac{\partial}{\partial x^{\prime}}+B \frac{\partial}{\partial y^{\prime}}+C \frac{\partial}{\partial z^{\prime}}\right) \iiint \frac{1}{r} d x d y d z \tag{343}
\end{equation*}
$$

the quantities $A, B, C$ and the operators $\frac{\partial}{\partial x^{\prime}}, \frac{\partial}{\partial y^{\prime}}, \frac{\partial}{\partial z^{\prime}}$, being taken outside the sign of integration, since they are not affected by changes in $x, y, z$.

If $V$ denote the potential of a uniform distribution of electricity of volume density unity throughout the region occupied by the magnet, we have

$$
\begin{equation*}
V_{Q}=\iiint \frac{1}{r} d x d y d z \tag{344}
\end{equation*}
$$

so that equation (343) becomes

$$
\begin{gathered}
\Omega_{Q}=-A \frac{\partial V_{Q}}{\partial x^{\prime}}-B \frac{\partial V_{Q}}{\partial y^{\prime}}-C \frac{\partial V_{Q}}{\partial z^{\prime}} \\
\Omega_{Q}=A X+B Y+C Z,
\end{gathered}
$$

where $X, Y, Z$ are the components of electric intensity at $Q$ produced by this distribution.

Or again if $\frac{\partial}{\partial s^{\prime}}$ denotes differentiation with respect to the coordinates of $Q$ in a direction parallel to that of the magnetisation of the body, namely that of direction-cosines $l, m, n$, equation (345) becomes

$$
\begin{equation*}
\Omega_{Q}=-I \frac{\partial V_{Q}}{\partial s^{\prime}} \tag{346}
\end{equation*}
$$

414. Yet another expression for the potential of a uniformly magnetised body is obtained on transforming equation (342) by Green's Theorem. If $l^{\prime}, m^{\prime}, n^{\prime}$ are the direction-cosines of the outward-drawn normal to the magnet at any element $d S$ of its surface, the equation obtained after transformation is

$$
\Omega_{Q}=\iint\left(A l^{\prime}+B m^{\prime}+C n^{\prime}\right) \frac{1}{r} d S .
$$

By equations (341),

$$
\begin{aligned}
A l^{\prime}+B i n^{\prime}+C n^{\prime} & =I\left(l l^{\prime}+m m^{\prime}+n n^{\prime}\right) \\
& =I \cos \theta,
\end{aligned}
$$

where $\theta$ is the angle between the direction of magnetisation and the outward normal to the element $d S$ of surface. The equation now becomes

$$
\Omega_{Q}=\iint \frac{I \cos \theta}{r} d S .
$$

shewing that the potential at any external point is the same as that of a surface distribution of magnetic poles of density $I \cos \theta$ per unit area, spread over the surface of the magnet.

This distribution is of course simply the "Green's Equivalent Stratum" ( $\$ 204$ ) which is necessary to produce the observed external field.

The bar-magnet already considered in § 405, provides an obvious illustration of these results.
415. Oniformly magnetised sphere. A second and interesting example of a uniformly magnetised body is a sphere, magnetised with uniform intensity $I$. This acquires its interest from the fact that the earth may, to a very rough approximation, be regarded as a uniformly magnetised sphere.

If we follow the method of §313, we obtain for the value of $V_{Q}$, defined by equation (344),

$$
V_{Q}=\frac{4}{3} \pi a^{3}\left(\frac{1}{r}\right),
$$

where $a$ is the radius of the sphere. If we suppose the magnetisation to be in the direction of the axis of $x$, we have

$$
\begin{aligned}
\Omega_{\varphi} & =-I \frac{\partial V_{Q}}{\partial x}=\frac{4}{3} \pi a^{3} I\left(\frac{x}{r^{3}}\right) \\
& =\frac{4}{3} \pi a^{3} I \frac{\cos \theta}{r^{2}} .
\end{aligned}
$$

Thus the potential at any external point is the same as that of a magnetic particle of moment $\frac{f_{3}}{} \pi a^{3} I$ at the centre of the sphere.

To treat the problem by the method of $\S 414$, we have to calculate the potential of a surface density $I \cos \theta$ spread over the surface of the sphere. Regarding $\cos \theta$ as the first zonal harmonic $P_{1}(\cos \theta)$, the result follows at once from § 257 .

## Poi`son's imaginary Magnetic Matter.

416. If the magnetisation of the body is not uniform, the value of $\boldsymbol{\Omega}_{\boldsymbol{Q}}$ given in equation (342) cannot be transformed into a surface integral, so that the potential of the magnet cannot be represented as being due to a surface charree of magnetic matter. If we apply Green's Theorem to the integral $n$ nich occurs in equation (342), we obtain

$$
\begin{aligned}
\Omega_{\mathbb{Q}} & =\iiint\left\{A \frac{\partial}{\partial x}\left(\frac{1}{r}\right)+B \frac{\partial}{\partial y}\left(\frac{1}{r}\right)+C \frac{\partial}{\partial z}\left(\frac{1}{r}\right)\right\} d x d y d z \\
& =-\iiint \frac{1}{r}\left(\frac{\partial A}{\partial x}+\frac{\partial B}{\partial y}+\frac{\partial C}{\partial z}\right) d x d y d z+\iint \frac{1}{r}(l: t+m B+n C) d S,
\end{aligned}
$$

where $l, m, n$ are the direction-cosines of the outward-druwn normal to the element $d S$ of surface.

Thus

$$
\Omega_{Q}=\iiint \frac{\rho}{r} d x d y d z+\iint \frac{\sigma}{r} d S
$$

where $\rho, \sigma$ are given by

$$
\begin{align*}
& \rho=-\left(\frac{\partial A}{\partial x}+\frac{\partial B}{\partial y}+\frac{\partial C}{\partial z}\right) .  \tag{349}\\
& \sigma=l A+m B+n C . \tag{350}
\end{align*}
$$

Thus the potential of the magnet at any external point $Q$ is the same as if there were a distribution of magnetic charges throughout the interior, of volume-density $\rho$ given by equation (349), together with a distribution over the surface, of surface-density $\sigma$ given by equation (350).

## Potential of a Mragnetic Shell.

417. A magnetised body which is so thin that its thickness at every point may be treated as infinitesimal, is called a " magnetic shell." Throughout the small thickness of a shell we shall suppose the magnetisation to remain constant in magnitude and direction, so that to specify the magnetisation of a shell we require to know the thickness of the shell and the intensity and direction of the magnetisation at every point.

Shells in which the magnetisation is in the direction of the normal to the surface of the shell are spoken of as "normally-magnetised shells." These form the only class of magnetic shells of any importance, so that we shall deal only with normally-magnetised shells, and it will be unnecessary to repeat in every case the statement that normal magnetisation is intended.

If $I$ is the intensity of magnetisation at any point inside a shell of this kind, and if $\tau$ is its thickness at this point, the product $I \tau$ is spoken of as the "streneth" of the shell at this point. Any clement $d S$ of the shell will behave as a magnctic particle of moment ITdS, so that the strength of a shell is the magnetic moment per unit area, just as the intensity of mugnetisation of a boly is the magnetic moment per unit volume.

Any element $d S$ of a shell of strength $\phi$ behaves like a magnetic purticle of strength $\phi d{ }^{\prime}$ of which the uxis is nurmul to dS.

The magnetisation of a magnetic shell may often be conveniently pictured as being due to the presence of layers of positive and negative poles on iis two faces. Clearly if $\phi$ is the strength and $\tau$ the thickness of a sholl at any point, the surface-density of these poles must be taken to be $\pm \frac{\phi}{\tau}$.
418. To obtain the potential of a shell at an external point, we regard any element $d S$ of the shell as a magnetic particle of moment $\phi d S$ and axis in the direction of the normal to the shell at this point, it being agreed that this normal must be drawn in the direction of maguetisation of the shell.

The potential of the element $d S$ of the shell at a point $Q$ distant $r$ from $d S$ is then

$$
\phi d S \frac{\partial}{\partial n}\left(\frac{1}{r}\right),
$$

so that the potential of the whole shell at $Q$ is given by

$$
\begin{aligned}
\Omega_{Q} & =\iint \phi \frac{\partial}{\partial n}\left(\frac{1}{r}\right) d S \\
& =\iint \phi \frac{\cos \theta}{r^{2}} d S
\end{aligned}
$$

where $\theta$ is the angle between the normal at $d S$ and the line joining $d S$ to $P$.
Clearly $d S \cos \theta$ is the projection of the element $d S$ on a plane perpendicular to the line joining $d S$ to $Q$, so that $\frac{d S \cos \theta}{r^{2}}$ is the solid angle subtended by $d S$ at $Q$. Denoting this by $d \omega$, we have the potential in the form

$$
\begin{equation*}
\Omega_{ष}=\iint \phi d \omega . \tag{351}
\end{equation*}
$$

419. Uniform shell. If the shell is of uniform strength, $\phi$ may be taken outside the sigu of integration in equation (351), so that we obtain

$$
\begin{equation*}
\Omega_{Q}=\phi \iint d \omega=\phi \Omega \tag{352}
\end{equation*}
$$

where $\Omega$ is the total solid angle subtended by the shell at $Q$.

## Potential Energy of a Magnet in a Field of Force.

420. The potential energy of a magnet in an external field of force is equal to the work done in bringing up the magnet from infinity, the field of force being supposed to reman unaltered during the process.

Consider first the potential energy of a single particle, consisting of a pole of strength $-m_{1}$ at $O$ and a pole of strength $+m_{1}$ at $P$. Let the potential of the field of force at $O$ be $\Omega_{\Omega}$, and at $P$ be $\Omega_{P}$. Then the amounts of work done on the two poles in bringing up this p.urucle from infinity are respectively $-m_{1} \Omega_{o}$ and $m_{1} \Omega_{p}$, so that the potential energy of the particle when in
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$$
\begin{align*}
& =m_{1}\left(\Omega_{P}-\Omega_{o}\right) \\
& =m_{1} . O P \frac{\partial \Omega}{\partial s}, \text { in the notation already used, } \\
& =\mu \frac{\partial \Omega}{\partial s}=\mu\left(l \frac{\partial \Omega}{\partial x}+m \frac{\partial \Omega}{\partial y}+n \frac{\partial \Omega}{\partial z}\right) \ldots \ldots \ldots \ldots \tag{353}
\end{align*}
$$

The potential energy of any magnetised body can be found by integration of expression (353), the body being regarded as an aggregation of magnetic particles.
421. Equation (353) assumes a special form if the magnetic field is due solely to the presence of a second magnetic particle. Let this be of moment $\mu^{\prime}$, its axis having direction cosines $l^{\prime}, m^{\prime}, n^{\prime}$, and its centre having coordinates $x^{\prime}, y^{\prime}, z^{\prime}$. Then we have as the value of $\Omega$, from $\S 410$,

$$
\Omega=\mu^{\prime} \frac{\partial}{\partial s^{\prime}}\left(\frac{1}{r}\right)=\mu^{\prime}\left(l^{\prime} \frac{\partial}{\partial x^{\prime}}+m^{\prime} \frac{\partial}{\partial y^{\prime}}+n^{\prime} \frac{\partial}{\partial z^{\prime}}\right)\left(\frac{1}{r}\right)
$$

Substituting these values for $\Omega$ in the formulae just obtained, we have as the mutual potential energy of the two magnets,

$$
\begin{aligned}
W^{\prime} & =\mu \mu^{\prime} \frac{\partial^{2}}{\partial \operatorname{sics}}\left(\frac{1}{r}\right) \\
& =\mu \mu^{\prime}\left(l \frac{\partial}{\partial x}+m \frac{\partial}{\hat{c}^{\prime} y}+n \frac{\partial}{\partial z}\right)\left(l^{\prime} \frac{\partial}{\partial x^{\prime}}+m^{\prime} \frac{\partial}{\partial y^{\prime}}+n^{\prime} \frac{\partial}{\partial z^{\prime}}\right)\left(\frac{1}{r}\right) .
\end{aligned}
$$

This is symmetrical with respect to the two magnets, as of course it ought to be-it is immaterial whether we bring the tirst magnet into the field of the second, or the second into the field of the first.

If we now put

$$
\frac{1}{r}=\frac{1}{\left\{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}\right\}^{\frac{1}{2}}}
$$

we obtain on differentiation,

$$
\frac{\partial}{\partial x^{\prime}}\left(\frac{1}{r}\right)=\frac{x-x^{\prime}}{\left\{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}\right\}^{\frac{1_{2}^{2}}{2}}}=\frac{x-x^{\prime}}{r^{3}},
$$

so that

$$
\begin{aligned}
& \frac{\partial^{2}}{\partial x \dot{c} x^{\prime}}\left(\frac{1}{r}\right)=\frac{1}{r^{3}}-\frac{3\left(x-x^{\prime}\right)^{3}}{r^{5}}, \\
& \frac{\partial^{2}}{\partial y \partial x^{\prime}}\left(\frac{1}{r}\right)=-\frac{3\left(x-x^{\prime}\right)\left(y-y^{\prime}\right)}{r^{5}}, \text { etc. }
\end{aligned}
$$

Hence we obtain as the value of $W$,

$$
\begin{aligned}
W= & \frac{\mu \mu^{\prime}}{r^{3}}\left(l l^{\prime}+m m^{\prime}+n n^{\prime}\right) \\
& -\frac{3 \mu \mu^{\prime}}{r^{3}}\left\{l\left(x-x^{\prime}\right)+m\left(y-y^{\prime}\right)+n\left(z-z^{\prime}\right)\right\}\left\{l^{\prime}\left(x-x^{\prime}\right)+m^{\prime}\left(y-y^{\prime}\right)+n^{\prime}\left(z-z^{\prime}\right)\right\} .
\end{aligned}
$$

Let us now denote the angle between the axes of the two magnets ly $\epsilon$, and the angles between the line joining the two magnets and the axe's of the first and second magnets respectively by $\theta$ and $\theta^{\prime}$. Then

$$
\begin{aligned}
& \cos \epsilon=l l^{\prime}+m m n^{\prime}+u n^{\prime} \\
& \cos \theta=\frac{1}{r}\left\{l\left(x-x^{\prime}\right)+m\left(y-y^{\prime}\right)+n\left(z-z^{\prime}\right)\right\} \\
& \cos \theta^{\prime}=\frac{1}{r}\left\{l^{\prime}\left(x-x^{\prime}\right)+m^{\prime}\left(y-y^{\prime}\right)+n^{\prime}\left(z-z^{\prime}\right)\right\}
\end{aligned}
$$

so that $W$ can be expressed in the form

$$
\begin{equation*}
W=\frac{\mu \mu^{\prime}}{r^{2}}\left(\cos \epsilon-3 \cos \theta \cos \theta^{\prime}\right) \tag{354}
\end{equation*}
$$

If we take the line drawn from the first magnet to the second as pole in spherical polar coordinates, and denote the azimuths of the axes of the two magnets by $\psi, \psi^{\prime}$, then the polar coordinates of the directions of the axes of the two magnets will be $\theta, \psi$ and $\theta^{\prime}, \psi^{\prime}$ respectively, and we shall have

$$
\cos \epsilon=\cos \theta \cos \theta^{\prime}+\sin \theta \sin \theta^{\prime} \cos \left(\psi-\psi^{\prime}\right) .
$$

On substituting this value for cose in equation (354), we obtain

$$
W=\frac{\mu \mu^{\prime}}{r^{\prime}}\left\{\sin \theta \sin \theta^{\prime} \cos \left(\psi-\psi^{\prime}\right)-2 \cos \theta \cos \theta^{\prime}\right\} \ldots \ldots .(355) .
$$

422. Knowing the mutual potential energy $W$, we can derive a knowledge of all the mechanical forces by differentiation. For instance the repulsion between the two magnets, i.e. the force tending to increase $r$, is $-\frac{\partial W}{\partial r}$, or

$$
\frac{3 \mu \mu^{\prime}}{r^{\prime}}\left\{\sin \theta \sin \theta^{\prime} \cos \left(\psi-\psi^{\prime}\right)-2 \cos \theta \cos \theta^{\prime}\right\} .
$$

Thus, whatever the position of the magnets, the force between them varies as the inverse fourth power of the distance.

If the magnets are parallel to one another, $\theta=\theta^{\prime}$ and $\psi=\psi^{\prime}$, so that the repulsion

$$
=\frac{3 \mu \mu^{\prime}}{\gamma^{4}}\left(\sin ^{2} \theta-2 \cos ^{2} \theta\right) .
$$

Thus when $\theta=0$, i.e. when the magnets lie alung the line joining them, the force is an attractive force $\frac{6 \mu \mu^{\prime}}{r^{2}}$. When $\theta=\frac{\pi}{2}$, so that the magnets are at right angles to the line joining them, the force is a repulsive force $\frac{3 \mu \mu^{\prime}}{r^{\prime}}$. In passing irom the one position to the other the force changes from one of attraction to one of repulsion when $\sin ^{2} \theta-2 \cos ^{2} \theta=0$, i.e. when $\theta=\tan ^{-1} \sqrt{ } 2$.

The couples can be found in the same way. If $\chi$ is any angle, the couple tending to increase the angle $\chi$ is $-\frac{\partial W}{\partial \chi}$, or

$$
-\frac{\mu \mu^{\prime}}{r^{s}} \frac{\partial}{\partial \chi}\left\{\sin \theta \sin \theta^{\prime} \cos \left(\psi-\psi^{\prime}\right)-2 \cos \theta \cos \theta^{\prime}\right\}
$$

so that all the couples vary inversely as the cube of the distance.

For instance, taking $\chi$ to be the same as $\psi$, we find that the couple tending to rotate the first magnet about the line joining it to the second, in the direction of $\psi$ increasing

$$
=-\frac{\partial W}{\partial \psi}=\frac{\mu \mu^{\prime}}{r^{3}} \sin \theta \sin \theta^{\prime} \sin \left(\psi-\psi^{\prime}\right),
$$

so that this couple vanishes if either of the magnets is along the line joining them, or if they are in the same plane, results which are obvious enough geometrically.

## Potential Energy of a Shell in a Field of Force.

423. Consider a shell of which the strength at any point is $\phi$, placed in a field of potential $\Omega$. The element $d S$ of the shell is a magnetic particle of strength $\phi d S$, so that its potential energy in the field of force will, by formula (353), be

$$
\phi d S \frac{\partial \Omega}{\partial n},
$$

where $\frac{\partial}{\partial n}$ denotes differentiation along the normal to the shell. Thus the potential energy of the whole shell will be

$$
\begin{equation*}
W=\iint \phi \frac{\partial!}{\partial n} d S \tag{356}
\end{equation*}
$$

If the shell is of uniform strength, this may be replaced by

$$
\Pi^{-}=\phi \iint \frac{\partial \Omega}{\partial n} d S
$$

Since the normal component of force at a print just outside the shell and on its positive face is $-\frac{\partial \Omega}{\partial n}$, it is clear that $\iint_{\partial \Omega}^{\partial \Omega} d S^{\prime}$ is equal to minus the surface integral of normal force takיn over the positive face of the shell, and this again is equal to minus the number of unit tubes of force which emerge from the shell on its positive face. Denoting this number of unit tubes by $n$, equation (357) maly be expressed in the form

$$
\begin{equation*}
W=-\phi n \tag{358}
\end{equation*}
$$

Here it must be noticed that we are concerned only with the original field before the shell is supposed placed in position. Or, in other terms, the number $n$ is the number of tubss which would cross the space occupied by the shell, if the shell were annilulated. Sinse the tubes are counted on the positive face of the shell, we see that $n$ may be regarded as the number of unit tubes of the external ficld which cross the shell in the direction of its magnetisation.
424. Consider a field consisting only of two shells, each of unit strength. Let $n_{1}$ be the number of tubes from shell 1 which cross the area occupied by 2 , and let $n_{2}$ be the number of tubes from shell 2 which cross the area occupied by 1. The potential energy of the field may be regarded as being either the encrgy of shell 1 in the field set up by 2 , or as the energy of shell 2 in the field set up by 1. Regarded in the first manner, the energy of the field is found to be $-n_{2}$; regarded in the second manner, the energy is found to be $-n_{1}$. Hence we see that $n_{1}=n_{2}$. This result, which is of great importance, will be obtained again later (§446) by a purely geometrical method.

## Potential Energy of any Magnetised Body in a Magnetic Field of Force.

425. Let $I$ be the intensity of magnetisation and $l, m, n$ the directioncosines of the direction of magnetisation at any point $x, y, z$ of a magnetised body, and let $\Omega$ be the potential, at this point, of an external field of magnetic force. The element $d x d y d z$ of the magnetised body is a magnetic particle of strength $I d x d y d z$, of which the axis is in the direction $l, m, n$. Thus its potential energy in the field of force is, by formula (353),

$$
I d x d y d z\left(l \frac{\partial \Omega}{\partial . c}+m \frac{\partial \Omega}{\partial y}+n \frac{\partial \Omega}{\partial z}\right),
$$

and by intcgration the potential of the whole magnet is
or

$$
\begin{aligned}
& \iiint I\left(l \frac{\partial \Omega}{\partial x}+m \frac{\partial \Omega}{\partial y}+n \frac{\partial \Omega}{\partial z}\right) d x d y d z \\
& \iiint\left(A \frac{\partial \Omega}{\partial x}+B \frac{\partial \Omega}{\partial y}+C \frac{\partial \Omega}{\partial z}\right) d x d y d z
\end{aligned}
$$

Force inside a Magnetised Body.
426 So far the magnetic force has been defined and discussed only in regions not occupied by magnetised matter: it is now necessary to consider the more difficult question of the measurement of force at points inside a magnetised body.

At the outset we are confronted with a difficulty of the same kind as that encountered in discussing the measurement of electric force inside a dielectric, ou the molecular hypothesis explained in § 143. We found that the molecules of a dielectric could be regarded as each possessing two equal and opposite charges of electricity on two opposite faces. If we replace "electricity" by "magnetism" the state is very similar to what we believe to be the state of the ultimate magnetic particles. In the electric problem a difficulty arose from the fact that the electric force inside matter varied rapidly as we passed from one molecule to another, because the intensity of the field set up by the charges on the molecules nearest to any point was
comparable with the whole field. $\Lambda$ similar difficulty arises in the magnetic problem, but will be handled in a way slightly different from that previously adopted. There are two reasions for this difference of treatment-in the first place, we are not willing to identify the ultimate magnetic particles with the molecules of the matter, and in the second place, we are not willing to assume that the magnetism of an ultimate particle may be localised in the form of chirges on the two opposite faces. We shall follow a method which rests on no assumptions as to the connection between molecular structure and magnetic properties, beyond the well-established fact that on cutting a magnet new magnetic poles appear on the surfaces created by cutting.
427. One way of measuring the force at a point $Q$ inside a magnet will be to imagine a canity scooped out of the magnetic matter so as to cuclose the point $Q$, and then to imagine the force measured on a ${ }^{\text {mile }}$ of unit strength placed at $Q$. This method of measurement will only determine a definite force at $Q$ if it can be shewn that the force is independent of the position, shape and size of the carity, and this, as will be obvious from what follows, is not generally the case.
428. Let us suppose that, in order to form a cavity in whie! to place the imarginary unit pole, we remove a small cylinder of magnetic matter, the axis of this cylinder bring in the direction of magnetisation at the proint. Let this cylinder be of length $l$ and cross-section $S$, and let the intensity of magnetisation at the point be 1. Let the size of the cylinder be supposed to be very great in comparison with the scale of molecular structure, although very small in comparison with the scale of variation in the magnetisation of the body.

In steel or iron there are roughly $10^{23}$ molecules to the culice centimetre, so that a length of 1 millimetre may be regarded as large when measured by the molecular scale, although in most magnets the maguctisation maty be treated as constant within a leugth of a millimetre.

At a point near the centre of this cavity we are at a distance from the nearest magnetic particles, which is, by hypothesis, great compared with molecular dimensions. Hence, by §416, we may regard the potential at points near the centre of the cavity as being that due to the following distributions of imaginary magnetic matter.-
I. $\Lambda$ distribution of surface-density $l A+m B+n C$, spread over the surface of every magnet.
II. A distribution of volume-density

$$
-\left(\frac{\partial A}{\partial x}+\frac{\partial B}{\partial y}+\frac{\partial C}{\partial z}\right)
$$

spread throughout the whole space which is occupied by magnetic matter after the cavity has been scouped out.
III. A distribution of surface-density $l A+m B+n C$, spread over the walls of the cavity.

From the way in which the cavity has been chosen, it follows that $l A+m B+n C$ vanishes over the side-walls, and is equal to $\pm I$ on the two ends.

The force acting on an imaginary unit pole placed at or near the centre of the cavity may be regarded as the force arising from these three distributions.
429. The force from distribution III can be made to vanish by taking the length of the cavity to be very great in comparison with the linear dimensions of its ends. For the ends of the cavity may then be treated as points, and the force exerted by either end upon a unit pole placed at the centre of the cavity will be

$$
\frac{S I}{\left(\frac{1}{2} l^{2}\right)^{2}}
$$

and this will vanish if $S$ is small compared with $l^{2}$. The resultant force will therefore arise solely from distributions I and II.

The force arising from distribution II may be regarded as the force arising from a distribution of volume-density

$$
-\left(\frac{\partial A}{\partial x}+\frac{\partial B}{\partial y}+\frac{\partial C}{\partial z}\right)
$$

spread throughout the whole of the magnetised malter, regardless of the existence of the cavity, together with a distribution of volume-density

$$
+\left(\frac{\partial A}{\partial x}+\frac{\partial B}{\partial y}+\frac{\partial C}{\partial z}\right)
$$

spread through the space occupied by the cavity. The force from this latter distribution vanishes in the limit when the size of the cavity is infinitesimal, so that the force from distribution II may be regarded as that from a volume-density

$$
-\left(\frac{\partial .1}{\partial x}+\frac{\partial B}{\partial y}+\frac{\partial C}{\partial z}\right)
$$

spread through all the original magnetised matter.
We have now arrived at a foree which is independent of the shape, size and position of the cavity, provided only that these satisfy the conditions which have already becn laid down. This force we define to be the magnetic furce, at the point under discussion, inside the magnetised body.
430. In the notation of $\$ 416$, the force which has just been defined is due to a distribution of surfice-density $\sigma$, and a distribution of volume-density
$\rho$ throughout the whole magnetised matter. The potential of these distributions is

$$
\iint \frac{\sigma}{r} d S+\iiint \frac{\rho}{r} d x d y d z
$$

or $\Omega_{Q}$ if we regard this as defined by equation (348). Thus, with this meaning assigned to $\Omega_{Q}$, the components of force at a point $Q$ inside a magnetic body will be

$$
-\frac{\partial \Omega_{Q}}{\partial x}, \quad-\frac{\partial \Omega_{Q}}{\partial y}, \quad-\frac{\partial \Omega_{Q}}{\hat{\partial} z} .
$$

At the same time it must be remembered that $\Omega_{\mathrm{Q}}$ has not been shewn to be the true value of the potential except when the point $Q$ is outside the magnetic matter. The true potential inside magnetised matter will vary rapidly as we pass from one magnetic particle to another.
431. Let us next suppose that the length $l$ of the cylindrical cavity is very small compared with the linear dinensions of an end. The force, as before, is that due to the distributions I, II and III of § 428. The force from distribution III, however, will no longer vanish, for this distribution consists of distributions $\pm I$ over the ends of the cavity, and the force from these is not now negligible. From


Fig. 108. analogy with the distribution of electricity on a parallel plate condenser, it is clear that the force arising from distribution III is a force $4 \pi I$ in the direction of magnetisation. The forces from distributions I and II are easily seen to be the same as in the former case. Thus the force on a unit pole placed at a point $Q$ inside a cavity of the kind we are now considering is the resultant of
(i) the magnetic force at $Q$, as defined in §429,
(ii) a force $4 \pi I$ in the direction of the intensity of magnetisation at $Q$.

The resultant of these forces is called the magnetic induction at $Q$.
432. The magnetic force will be denoted by $H$, and its components by $\alpha, \beta, \gamma$.

The induction will be denoted by $B$, and its components by $a, b, c$.
We have seen that the force $B$ is the resultant of a force $H$ and a force $4 \pi I$. The components of this latter force are $4 \pi A, 4 \pi B, 4 \pi C$. Hence we have the equations

$$
\left.\begin{array}{l}
a=\alpha+4 \pi A  \tag{359}\\
b=\beta+4 \pi B \\
c=\gamma+4 \pi C
\end{array}\right\}
$$

433. Let us next consider the force on a unit pole inside a cylindrical cavity when the cavity is disc-shaped, as in § 431, but its axis is not in the direction of magnetisation. The force can, as in § 428, be regarded as arising from three distributions.

Distributions I and II are the same as before, but distribution III will now consist of charges both on the end and on the side-walls of the cylinder. By making the length of the cylinder small in comparison with the linear dimensions of its cross-section, the force from the distri-


Fro. 109. bution in the side-walls can be made to vanish. And if $\theta$ is the angle between the axis of the cavity and the direction of magnetisation, the distribution on the ends is one of density $\pm I \cos \theta$. Thus the force arising from distribution III is a force $4 \pi I \cos \theta$ in the direction of the axis of the cavity.

Thus the force on a pole placed inside this cavity may be regarded as compounded of the force $H$ (arising from distributions I and II), and a force $4 \pi I \cos \theta$ in the direction of magnetisation, arising from distribution III.

Let $\epsilon$ be the angle between the direction of the force $H$ and the axis of the cavity, then the component force in the direction of the axis of the cavity

$$
=H \cos \epsilon+4 \pi I \cos \theta .
$$

If $l, m, n$ are the direction-cosines of this last direction,

$$
\begin{aligned}
H \cos \epsilon & =l \alpha+m \beta+n \gamma \\
4 \pi I \cos \theta & =4 \pi(l A+m B+n C),
\end{aligned}
$$

so that, by equations (395),

$$
H \cos \epsilon+4 \pi I \cos \theta=l a+m b+n c .
$$

Thus the component of the force in the direction of the axis of the cavity is the same as the component, in the same direction, of the magnetic induction, namely $l a+m b+n c$.
434. We are now in a position to understand the importance of the vector which has been called the induction. This arises entirely from the property of the induction which is expressed in the following theorem:

Theorem. The surface-integral of the normal component of induction, taken over any surface whatever, vanishes,
or in other words (cf. § 177),
The induction is a solenoidal vector throughout the whole of the magnetic field.

To prove this let us take any closed surface $S$ in the field, this surface cutting any number of magnetised bodics. Along those parts of the surface which are inside magnetic bodies, let us remove a layer of matter, so that the surfuce no longer actually passes through any magnetic matter.
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Then by Gauss' Theorem (\$409),

$$
\begin{equation*}
\iint N d S=0 \tag{360}
\end{equation*}
$$

where $N$ is the component of force in the direction of the outward normal to $S$, acting on a unit pole placed at any point of the surface $S$. This force, however, is exactly identical with that considered in § 433, and its normal component has been seen to be identical with the normal component of the induction. Thus $N$, in equation (360), will be the normal component of induction, so that this equation proves the theorem.

Analytically, the theorem may be stated in the form

$$
\begin{equation*}
\iint(l a+n b+n c) d S=0 . \tag{361}
\end{equation*}
$$

and this, by Green's Theorem (§ 179), is identical with

$$
\begin{equation*}
\frac{\partial a}{\partial x}+\frac{\partial b}{\partial y}+\frac{\partial c}{\partial z}=0 \tag{362}
\end{equation*}
$$

435. Definition. By a line of induction is meant a curve in the magnetic field such that the tangent at every point is in the directun of the magnetic induction at that point.

Definition. A tube of induction is a tubular surface of small crosssection, which is bounded entirely by lines of induction.

By a proof exactly similar to that of § 409, it can be shewn that the product of the induction and cross-section of a tube retains a constant value along the tube. This constant value is called the strength of the tube.

In free space the lines and tubes of induction become identical with the lines and tubes of force, and the foregoing definition of the strength of a tube of induction is such as to make the strengths of the tubes also become identical.
436. At any point of a surface let $B$ be the induction, and let $\epsilon$ be the angle between the direction of the induction and the normal to the surface. The aggregate cross-section of all the tubes which pass through an element $d S$ of this surface is $d S \cos \epsilon$, so that the aggregate strength of all these tubes is $B \cos \epsilon d S$. Since $B \cos \epsilon=N$, where $N$ is the normal induction, this may be written in the form $N d S$. Thus the aggregate strength of the tubes of induction which cross any area is equal to

$$
\iint N d S
$$

This, we may say, is the number of unit-tubes of induction which cross this area.

The theorem that

$$
\iint N d S=0
$$

where the integration extends over a closed surface, may now be stated in the form that the number of tubes which enter any closed surface is equal to the number which leave it. This is true no matter where the surface is situated, so that we see that tubes of induction can have no beginning or ending.
437. Let us take any closed circuit $s$ in space, and let $n$ be the number of tubes of induction which pass through this circuit in a specified direction.

Then $n$ will also be the number of tubes which cut any area whatever which is bounded by the circuit $s$. If $S$ is any such area, this number is known to be $\iint N d S$, where the integration is taken over the area $S$, so that

$$
N=\iint N d S
$$

The number $n$, however, depends only on the position of the curve $s$ by which the area $S$ is bounded, so that it must be possible to express $n$ in a form which depends only on the position of the curve $s$, and not on the area $S$. In other words, it must be possible to replace $\iint N d S$ by an expression which depends only on the boundary of the area s. This we are enabled to do by a theorem due to Stokes.

## Stores' Theorem.

438. Theorem. If $X, Y, Z$ are continuous functions of position in space, then

$$
\begin{aligned}
\int\left(X \frac{d x}{d s}\right. & \left.+Y \frac{d y}{d s}+Z \frac{d z}{d s}\right) d s \\
& =\iint\left\{l\left(\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}\right)+m\left(\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}\right)+n\left(\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}\right)\right\} d S \ldots(363),
\end{aligned}
$$

where the line integral is talen round any closed curve in space, and the surface integral is taken over any area (or shell) bounded by the contour.

Here $l, m, n$ are the direction-cosines of the normal to the surface. A rule is needed to fix the direction in which the normal is to be drawn. The following is perhaps the simplest. Imagine the shell turned about in space so that the tangent plane at any point $P$ is parallel to the plane of $x y$, and so that the direction in which the line integral is taken round the contour is the same as that of turning from the axis of $x$ to the axis of $y$. Then the normal at $P$ must be supposed drawn in the direction of the positive axis of $z$.
439. To prove the theorem, let us select any two points $A, B$ on the contour, and let us introduce a quantity $I$ defined by

$$
I=\int_{A}^{B}\left(X \frac{d x}{d s}+Y_{d}^{d y}+Z \frac{d z}{d s}\right) d s
$$

the path from $A$ to $B$ being the same as that followed in the integral of equation (363). Let us also introduce a quantity $J$ equal to the same
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integral taken from $A$ to $B$, but along the opposite edge of the shell. Then the whole integral on the left of equation (363) is equal to $I-J$.

It will be possible to connect $A$ and $B$ by a series of non-intersecting lines drawn in the shell in such a way as to divide the whole shell into narrow strips. Let us denote these lines by the letters $a, b, \ldots n$, the lines being taken in order across the shell, starting with the line nearest to that along which we integrate in calculating 1 . Let us denote the value of

$$
\int_{A}^{B}\left(X \frac{d x}{d s}+Y \frac{d y}{d s}+Z \frac{d z}{d s}\right) d s
$$

taken along the line $a$ by $I_{a}$.
Then the left-hand member of equation (363)

$$
\begin{aligned}
& =I-J \\
& =\left(I-I_{a}\right)+\left(I_{a}-I_{b}\right)+\left(I_{b}-I_{c}\right)+\ldots+\left(I_{n}-J\right) .
\end{aligned}
$$

Let us consider the value of any term of this series, say $I_{a}-I_{b}$.
Let us take each point on the line $a$ and cause it to undergo a slight displacement, so that the coordinates of any point $x, y, z$ are changed to $x+\delta x, y+\delta y, z+\delta z$. If $\delta x, \delta y, \delta z$ are continuous functions of $x, y, z$ the result will be to displace the line $a$ into some adjacent position, and by a suitable choice of the values of $\delta x, \delta y, \delta z$ this displaced position of line $a$ can be made to coincide with line $b$. If this is done, it is clear that the value of $I_{a}$, after replacing $x, y, z$ by $x+\delta x, y+\delta y, z+\delta z$, will be $I_{b}$. Hence if we denote this new value of $I_{a}$ by $I_{a}+\delta I$, we shall have

$$
I_{a}+\delta I=I_{b},
$$

so that

$$
\begin{aligned}
I_{a}-I_{b} & =-\delta I \\
& =-\delta \int_{A}^{B}\left(X^{d} \frac{d x}{d s}+Y \frac{d y}{d s}+Z \frac{d z}{d s}\right) d s,
\end{aligned}
$$

and the value of this quantity can be obtained by the ordinary rules of the calculus of variations.

We have

$$
\begin{aligned}
\delta \int_{A}^{B} X{ }_{d s}^{d x} d s & =\int_{A}^{B} \delta X \frac{d x}{d s} d s+\int_{A}^{B} X \frac{d}{d s}(\delta x) d s \\
& =\int_{A}^{B}\left(\frac{\partial X}{\partial x} \delta x+\frac{\partial X}{\partial y} \delta y+\frac{\partial X}{\partial z} \delta z\right) \frac{d x}{d s} d s+[X \delta x]_{A}^{B}-\int_{A}^{B} \frac{d X}{d s} \delta x d s,
\end{aligned}
$$

and since $\delta x$ vanishes both at $A$ and $B$, the term $[X \delta x]_{A}^{B}$ may be omitted, and the whole expression put equal to

$$
\int_{A}^{B}\left\{\left(\frac{\partial X}{\partial x} \delta x+\frac{\partial X}{\partial y} \delta y+\frac{\partial X}{\partial z} \delta z\right) \frac{d x}{d s}-\left(\frac{\partial X}{\partial x} d x=\frac{\partial X}{\partial y} d \frac{y}{\partial s}+\frac{\partial X}{\partial z} \frac{d z}{d s}\right) \delta x\right\} d s,
$$

or again, on simplifying, to

$$
\int_{\Delta}^{B}\left\{\frac{\partial X}{\partial y}\left(\delta y \frac{d x}{d s}-\delta x \frac{d y}{d s}\right)-\frac{\partial X}{\partial z}\left(\delta x \frac{d z}{d s}-\delta z \frac{d x}{d s}\right)\right\} d s
$$

This may be written in the form

$$
\begin{equation*}
\int_{\Lambda}^{B}\left\{\frac{\partial X}{\partial y}(\delta y d x-\delta x d y)-\frac{\partial X}{\partial z}(\delta x d z-\delta z d x)\right\} . \cdot \tag{364}
\end{equation*}
$$
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Now in fig. 112, let $P, Q, P^{\prime}$ be the points $x, y, z ; x+d x, y+d y, z+d z$; and $x+\delta x, y+\delta y, z+\delta z$. Let $d S$ denote the area of the parallelogram $P Q Q^{\prime} P^{\prime}$, and let $l, m, n$ be the direction-cosines of the normal to its plane. Then the projection of the parallclogram on the plane of $x y$ will be of area $n d S$, while the coordinates of three of its angular points will be $x, y ; x+d x$, $y+d y$; and $x+\delta x, y+\delta y$. Using the usual formula for the area, we obtain

$$
n d S=(\delta y d x-\delta x d y)
$$

and using this relation in expression (364), we obtain

$$
\begin{equation*}
\delta \int_{\Delta}^{B} X \frac{d x}{d s} d s=\int\left(\frac{\partial X}{\partial y} n d S-\frac{\partial X}{\partial z} m d S\right) . . \tag{365}
\end{equation*}
$$

the integral denoting summation over all those elements of area of the shell which lie between lines $a$ and $b$. By summation of three equations of the type of (365), we obtain

$$
\begin{aligned}
I_{a}-I_{b} & =-\delta \int_{\Delta}^{B} X \frac{d x}{d s} d s-\delta \int_{\Delta}^{B} Y \frac{d y}{d s} d s-\delta \int_{\Delta}^{B} Z \frac{d z}{d s} d s \\
& =\int\left\{\left(\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}\right) l d S+\left(\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}\right) m d S+\left(\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}\right) n d S\right\},
\end{aligned}
$$

where the integration has the same meaning as before. If we add a system of equations of this type, one for each strip, the left-hand, as already seen, becomes $I-J$, which is equal to the left-hand member of equation (363), while the right-hand member of the new equation is also the right-hand member of equation (363). This proves the theorem.
440. Stokes' Theorem can be readily expressed in a vector notation. If $X, Y, Z$ are the components of any vector $F$, it is usual to denote by curl $F$ the vector of which the components are

$$
\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}, \quad \frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}, \quad \frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y} .
$$

Hence Stokes' Theorem assumes the form

$$
\begin{aligned}
& \int(\text { component of } \boldsymbol{F} \text { along } d s) d s \\
& \quad=\int(\text { components of curl } \boldsymbol{F} \text { along normal to } d S) d S .
\end{aligned}
$$

The theorem enables us to transform any line integral taken round a closed circuit into a surface integral taken over any area by which the circuit can be filled up. The converse operation of changing a surface integral into a line integral may or may not be possible.
441. Theorem. It will be possible to transform the surface integral

$$
\begin{equation*}
\iint(l u+m v+n w) d S . \tag{366}
\end{equation*}
$$

into a line integral taken round the contour of the area $S$ if, and only if,

$$
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}=0
$$

at every point of the area $S$.
It is easy to see that this condition is a necessary one. Let $S^{\prime}$ denote any area having the same boundary as $S$, and being adjacent to it, but not coinciding with it. Then if $I$ is the line integral into which the surface integral can be transformed, we must have
and also

$$
\begin{align*}
& I=\iint(l u+m v+n w) d S \ldots \\
& I=\iint\left(l^{\prime} u+m^{\prime} v+n^{\prime} w\right) d S^{\prime} . \tag{369}
\end{align*}
$$

On equating these two values for $I$ we obtain an equation which may be expressed in the form

$$
\iint(l u+m v+n w) d \mathbf{S}=0 .
$$

where the integration is over a closed surface bounded by $S$ and $S^{\prime}$, and $l, m, n$ are the direction-cosines of the outward normal to the surface at any point. From equation (370), the necessity of condition (367) follows at once.

Condition (367) is most easily proved to be sufficient by exhibiting an actual solution of the problem when this condition is satisfied. We have to
shew that, subject to condition (367) being satisfied, there are functions $X, Y, Z$ such that

$$
\left.\begin{array}{l}
\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}=u \\
\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}=v \\
\frac{\partial Y}{\partial \bar{x}}-\frac{\partial X}{\partial y}=w
\end{array}\right\}
$$

for if this is so, the required line integral is $\int(l X+m Y+n Z) d S$.
By inspection a solution of equations (371) is seen to be

$$
\begin{equation*}
X=\int v d z, \quad Y=-\int u d z, \quad Z=0 \tag{372}
\end{equation*}
$$

for it is obvious that the first two equations are satisfied, and on substituting in the third, we obtain

$$
\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}=\int\left(-\frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}\right) d z=\int \frac{\partial u}{\partial \bar{z}} d z=w
$$

shewing that the proposed solution satisfies all the conditions.
442. The absence of symmetry from solution (372) suggests that this solution is not the most general solution. The most general solution can, however, be easily found. If we assume it to be

$$
\begin{equation*}
X=\int v d z+X^{\prime}, \quad Y=-\int u d z+Y^{\prime}, \quad Z=Z^{\prime} \tag{373}
\end{equation*}
$$

then we find, on substitution in equations (371), that we must have

$$
\begin{equation*}
\frac{\partial Z^{\prime}}{\partial y}=\frac{\partial Y^{\prime}}{\partial z}, \quad \frac{\partial X^{\prime}}{\partial z}=\frac{\partial Z^{\prime}}{\partial x}, \quad \frac{\partial Y^{\prime}}{\partial x}=\frac{\partial X^{\prime}}{\partial y} \cdot . \tag{374}
\end{equation*}
$$

and if we introduce a new variable $\chi$ defined by $\chi=\int X^{\prime} d x$, we find at once that

$$
X^{\prime}=\frac{\partial \chi}{\partial x}, \quad Y^{\prime}=\frac{\partial \chi}{\partial y}, \quad Z^{\prime}=\frac{\partial \chi}{\partial z},
$$

so that the most general solution of equations (371) is

$$
\begin{equation*}
X=\int v d z+\frac{\partial \chi}{\partial x}, \quad Y=-\int u d z+\frac{\partial \chi}{\partial y}, \quad Z=\frac{\partial \chi}{\partial z} . \tag{375}
\end{equation*}
$$

Substituting these values, the line integral is found to be

$$
\int\left[\left(\int v d z\right) \frac{d x}{d s}-\left(\int u d z\right) \frac{d y}{d s}\right] d s+\int \frac{d \chi}{d s} d s
$$

and the condition that this shall be equal to the surface integral is that

$$
\int_{d}^{d \chi} d s=0
$$

or that $\chi$ shall be single-valued.

Thus if $\chi$ is any single-valued function, equations (375) represent a solution, and the most general solution, of equations (371).

## Vector-Potential.

443. The discussion as to the transformation from surface to line integrals arose in connection with the integral $\iint N d S$ or $\iint(l a+m b+n c) d S$, in which $a, b, c$ are the components of magnetic induction. Since the condition

$$
\frac{\partial a}{\partial x}+\frac{\partial b}{\partial y}+\frac{\partial c}{\partial z}=0
$$

is satisfied throughout all space, it must always be possible (cf. §441) to transform the surface integral into a line integral by a relation of the form

$$
\iint(l a+n b+n c) d S=\int\left(F \frac{d x}{d s}+G \frac{d y}{d s}+H \frac{d z}{d s}\right) d s
$$

The vector of which the components are $F, G, I I$ is known as the magnetic vector-potential.

From what has been said in $\S 442$, it is clear that the vector-potential is not fully determined when the magnetic field is given. On the other hand, if the vector-potential is given the magnetic field is fully determined, being given by the equations

$$
\left.\begin{array}{rl}
a & =\frac{\partial H}{\partial y}-\frac{\partial G}{\partial z} \\
b & =\frac{\partial F}{\partial z}-\frac{\partial H}{\partial x}  \tag{376}\\
c & =\frac{\partial G}{\partial} x-\frac{\partial F}{\partial y}
\end{array}\right\}
$$

We shall calculate some possible values of the components of vectorpotential in a few simple cases. It must be remembered that the values obtained, although solutions of equations (376), will nut be the most general solutions.

## Magnetic Particle.

444. Let us first suppose that the field is produced by a single magnetic particle at the point $x^{\prime}, y^{\prime}, z^{\prime}$ in free space, parallel to the axis of $z$. Then, by equation (338), $\Omega=\mu \frac{\partial}{\partial z^{\prime}}\left(\frac{1}{r}\right)$, so that at any point $x, y, z$,

$$
a=\alpha=-\frac{\partial \Omega}{\partial x}=-\mu \frac{\partial^{2}}{\partial x \partial z^{\prime}}\left(\frac{1}{r}\right)=\mu \frac{\partial^{z}}{\partial x \partial z}\left(\frac{1}{r}\right),
$$

and similarly

$$
b=\mu \frac{\partial^{2}}{\partial y \lambda^{2} z}\left(\frac{1}{r}\right), \quad c=\mu \frac{\partial^{2}}{\partial z^{2}}\left(\frac{1}{r}\right) .
$$

The equations to be solved (equations (376)) are

$$
\begin{aligned}
& \frac{\partial H}{\partial y}-\frac{\partial G}{\partial z}=\mu \frac{\partial^{2}}{\partial x \partial z}\left(\frac{1}{r}\right), \\
& \frac{\partial F}{\partial z}-\frac{\partial H}{\partial x}=\mu \frac{\partial^{2}}{\partial y \partial z}\left(\frac{1}{r}\right), \\
& \frac{\partial G}{\partial x}-\frac{\partial F}{\partial y}=\mu \frac{\partial^{2}}{\partial z^{2}}\left(\frac{1}{r}\right),
\end{aligned}
$$

and the simplest solution, similar to that given by equations (372), is

$$
F=\mu \frac{\partial}{\partial y}\left(\frac{1}{r}\right), \quad G=-\mu \frac{\partial}{\partial x}\left(\frac{1}{r}\right), \quad H=0 .
$$

The components of vector-potential for a magnet parallel to the axes of $x$ or $y$ can be written down from symmetry. In terms of the coordinates $x^{\prime}, y^{\prime}, z^{\prime}$ of the magnetic particle, this solution may be expressed as

$$
F=-\mu \frac{\partial}{\partial y^{\prime}}\left(\frac{1}{r}\right), \quad G=\mu \frac{\partial}{\partial x^{\prime}}\left(\frac{1}{r}\right), \quad H=0 .
$$

445. Let us superpose the fields of a magnetic particle of strength $l_{\mu}$ parallel to the axis of $x$, one of strength $m \mu$ parallel to the axis of $y$, and one of strength $n \mu$ parallel to the axis of $z$. Then we obtain the vectorpotential at $x, y, z$ due to a magnetic particle of strength $\mu$ and axis $(l, m, n)$ at $x^{\prime}, y^{\prime}, z^{\prime}$ in the forms

$$
\left.\begin{array}{l}
F=-\mu\left(m \frac{\partial}{\partial z}-n \frac{\partial}{\partial y}\right) \frac{1}{r}=\mu\left(m \frac{\partial}{\partial z^{\prime}}-n \frac{\partial}{\partial y^{\prime}}\right) \frac{1}{r} \\
G=-\mu\left(n \frac{\partial}{\partial x}-l \frac{\partial}{\partial z}\right) \frac{1}{r}=\mu\left(n \frac{\partial}{\partial x^{\prime}}-l \frac{\partial}{\partial z^{\prime}}\right) \frac{1}{r}  \tag{377}\\
H=-\mu\left(l \frac{\partial}{\partial y}-m \frac{\partial}{\partial x}\right) \frac{1}{r}=\mu\left(l \frac{\partial}{\partial y^{\prime}}-m \frac{\partial}{\partial x^{\prime}}\right) \frac{1}{r}
\end{array}\right\}
$$

The number of lines of induction which cross the circuit from a magnetic particle is (§437)

$$
\int\left(F \frac{d x}{d s}+G \frac{d y}{d s}+H \frac{d z}{d s}\right) d s
$$

which may be written in the form

$$
-\int\left|\begin{array}{ccc}
\frac{d x}{d s}, & \frac{d y}{d s}, & \frac{d z}{d s} \\
l, & m, & n \\
\frac{\partial}{\partial x}\left(\frac{1}{r}\right), & \frac{\partial}{\partial y}\left(\frac{1}{r}\right), & \frac{\partial}{\partial z}\left(\frac{1}{r}\right)
\end{array}\right| \mu d s,
$$

the integral being taken round the circuit in the direction determined by the rule given in § 438 (p. 388).

## Uniform Magnetic Shell.

446. Next let us suppose that the lines of force proceed from a uniform magnetic shell, supposed for simplicity to be of unit strength. Let $l^{\prime}, m^{\prime}, n^{\prime}$ be the direction-cosines of the normal to any element $d S^{\prime \prime}$ of this shell. Then the element $d S^{\prime}$ will be a magnetic particle of moment $d S^{\prime}$ and of direction-cosines $l^{\prime}, m^{\prime}, n^{\prime}$. The element accordingly contributes to $F^{\prime}$ a term which, by equations (377), is seen to be

$$
\left(n^{\prime} \frac{\partial}{\partial z^{\prime}}-n^{\prime} \frac{\partial}{\partial y^{\prime}}\right)\left(\frac{1}{r}\right) d S^{\prime},
$$

where $x^{\prime}, y^{\prime}, z^{\prime}$ are the coordinates of the element $d S^{\prime}$. Thus the whole value of $F$ is

$$
F=\iint\left(m^{\prime} \frac{\partial}{\partial z^{\prime}}-n^{\prime} \frac{\partial}{\partial y^{\prime}}\right)\left(\frac{\mathbf{l}}{r}\right) d S^{\prime} .
$$

This surface integral satisfies the condition of § 441, so that it must be possible to transform it into a line integral of the form

$$
F=\int\left(f_{\partial x^{\prime}}^{\partial s^{\prime}}+g \frac{\partial y^{\prime}}{\partial s^{\prime}}+h \frac{\partial z^{\prime}}{\partial s^{\prime}}\right) d S^{\prime}
$$

The equations giving $f, g, h$ are

$$
\begin{aligned}
& \frac{\partial h}{\partial y^{\prime}}-\frac{\partial g}{\partial z^{\prime}}=0, \\
& \frac{\partial f}{\partial z^{\prime}}-\frac{\partial h}{\partial x^{\prime}}=\frac{\partial}{\partial z^{\prime}}\left(\frac{1}{r}\right), \\
& \frac{\partial g}{\partial x^{\prime}}-\frac{\partial f}{\partial y^{\prime}}=-\frac{\partial}{\partial y^{\prime}}\left(\frac{1}{r}\right) .
\end{aligned}
$$

Clearly a solution is

$$
f=\frac{1}{r}, \quad g=0, \quad h=0,
$$

so that on substitution the value of $F$ is

Similarly

$$
\begin{aligned}
& F=\int \frac{1}{r} \frac{d x^{\prime}}{d s^{\prime}} d s^{\prime} \\
& G=\int \frac{1}{r} \frac{d y^{\prime}}{d s^{\prime}} d s^{\prime} \\
& H=\int \frac{1}{r} \frac{d z^{\prime}}{d s^{\prime}} d s^{\prime}
\end{aligned}
$$

Thus the number of tubes of induction crossing the circuit $s$ from a magnetic shell of unit strength bounded by the circuit $s^{\prime}$, is given by

$$
\begin{aligned}
& n=\int\left(F^{\prime} \frac{d x}{d s}+G \frac{d y}{d s}+H \frac{d z}{d s}\right) d s, \\
& n=\iint\left(\frac{d x}{d s} \frac{d x^{\prime}}{d s^{\prime}}+\frac{d y}{d s} \frac{d y^{\prime}}{d s^{\prime}}+\frac{d z}{d s} \frac{d z^{\prime}}{d s^{\prime}}\right) \frac{1}{r} d s d s^{\prime} .
\end{aligned}
$$

If $\epsilon$ is the angle between the two elements $d s, d s^{\prime}$, the direction of these elements being taken to be that in which the integration takes place, then
so that

$$
\begin{gathered}
\frac{d x}{d s} \frac{d x^{\prime}}{d s^{\prime}}+\frac{d y}{d s} \frac{d y^{\prime}}{d s^{\prime}}+\frac{d z}{d s} \frac{d z^{\prime}}{d s^{\prime}}=\cos \epsilon, \\
n=\iint \frac{\cos \epsilon}{r} d s d s^{\prime} .
\end{gathered}
$$

From the rule as to directions given on p . 388 , it will be clear that if the integration is taken in the same direction round both circuits, then the direction in which the $n$ lines cross the circuit will be that of the direction of magnetisation of the shell.

Clearly $n$ is symmetrical as regards the two circuits $s$ and $s^{\prime}$, so that we have the important result:

The number of tubes of induction crossing the circuit s from a shell of unit strength bounded by the circuit $s^{\prime}$ is equal to the number of tubes of induction crossing the circuit s' from a shell of unit strength bounded by the circuit s.

Here we have arrived at a purely geometrical proof of the theorem already obtained from dynamical principles in § 424.

## Energy of a Magnetic Field.

447. Let $a, b, c, \ldots n$ be a system of magnetised bodies, the magnetisation of each being permanent, and let us suppose that the total magnetic field arises solely from these bodics. Let us suppose that the potential $\Omega$ at any point is regarded as the sum of the potentials due to the separate magnets. Denoting these by $\Omega_{a}, \Omega_{b}, \ldots \Omega_{n}$, we shall have

$$
\Omega=\Omega_{a}+\Omega_{b}+\ldots+\Omega_{n} .
$$

Let us denote the potential energy of magnet $a$, when placed in the ficld of force of potential $\Omega$, by $\Omega(a)$; if placed in the field of force arising from magnet $b$ alone, by $\Omega_{b}(a)$, etc.

Let us imagine that we construct the magnetic field by bringing up the magnets $a, b, c, \ldots n$ in this order, from infinity to their final positions.

We do no work in bringing magnet $a$ into position, for there are no forces against which work can be done. $\Lambda$ fter the operation of placing $a$ in position, the potential of the ficld is $\Omega_{a}$. The operation of bringing magnet $a$ from infinity has of course been simply that of moving a field of force of potential $\Omega_{a}$ from infinity, where this same ficld of force had previously existed.

On bringing up magnet $b$, the work done is that of placing magnet $b$ in a field of furce of putential $\Omega_{a}$. The work done is accordingly $\Omega_{a}(b)$.

The work done in bringing up magnet $c$ is that of placing magnet $c$ in a field of force of potential $\Omega_{a}+\Omega_{b}$. It is therefore $\Omega_{a}(c)+\Omega_{b}(c)$.

Continuing this process we find that the total work done, $W$, is given by

$$
\begin{aligned}
W= & \Omega_{a}(b) \\
& +\Omega_{a}(c)+\Omega_{b}(c) \\
& +\Omega_{a}(d)+\Omega_{b}(d)+\Omega_{c}(d)+\text { etc. }
\end{aligned}
$$

If, however, the magnets had been brought up in the reverse order, we should have had

$$
\begin{aligned}
& W=\Omega_{b}(a)+\Omega_{c}(a)+\Omega_{d}(a) \\
&+\ldots+\Omega_{n}(a) \\
&+\Omega_{c}(b)+\Omega_{d}(b)+\ldots+\Omega_{n}(b) \\
&+ \Omega_{d}(c) \\
&+\ldots+\Omega_{n}(c) \\
&+ \text { etc. }
\end{aligned}
$$

so that by addition of these two values fur $W$, we have

$$
\begin{array}{rlr}
2 W= & \begin{array}{rr}
\Omega_{b}(a)+\Omega_{c}(a)+\Omega_{d}(a)+\ldots+\Omega_{n}(a) \\
& +\Omega_{a}(b) \\
& +\Omega_{c}(b)+\Omega_{d}(b)+\ldots+\Omega_{n}(b)
\end{array} \\
& +\Omega_{a}(c)+\Omega_{b}(c) \quad+\Omega_{d}(c)+\ldots+\Omega_{n}(c) \\
& +\Omega_{a}(d)+\Omega_{b}(d)+\Omega_{c}(d) r & +\ldots+\Omega_{n}(d)
\end{array}
$$

The first line is equal to $\Omega(a)$ except for the absence of the term $\Omega_{a}(a)$, and so on for the other lines. Thus we have

$$
\begin{align*}
2 W= & \Omega(a)-\Omega_{a}(a) \\
& +\Omega(b)-\Omega_{b}(b)+\text { etc. } \\
= & \Sigma \Omega(a)-\Sigma \Omega_{a}(a) \ldots . \tag{378}
\end{align*}
$$

The quantity $\Omega_{a}(a)$, the potential energy of the magnet $a$ in its own field of force, is purely a constant of the magnet $a$, being entirely independent of the properties or positions of the other magnets $b, c, d, \ldots$. Thus in equation (378), we may regard the term $\Sigma \Omega_{a}(a)$ as a constant, and may replace the equation by

$$
\begin{equation*}
W=\frac{1}{2} \Sigma \Omega(a)+\text { constant } . \tag{379}
\end{equation*}
$$

448. If we take the magnets $a, b, c, \ldots n$ to be the ultimate magnetic particles, the values of $\Omega_{a}(a), \Omega_{b}(b), \ldots$ etc. all vanish, and their sum also vanishes. Thus equation (379) assumes the form

$$
\begin{equation*}
W=\frac{1}{2} \Sigma \Omega(a) . \tag{380}
\end{equation*}
$$

where the standard configuration from which $W$ is measured is one in which the ultinate particles are scattered at infinity. The value of $\Omega(a)$ for a single particle is (cf. §420)

$$
\mu\left(l \frac{\partial \Omega}{\partial x}+m \frac{\partial \Omega}{\partial y}+n \frac{\partial \Omega}{\partial z}\right) .
$$

On replacing $\mu$ by $I d x d y d z$, we find for the energy of a system of magnetised bodies

$$
\begin{align*}
W & =\frac{1}{2} \iiint I\left(l \frac{\partial \Omega}{\partial x}+m \frac{\partial \Omega}{\partial y}+n \frac{\partial \Omega}{\partial z}\right) d x d y d z \\
& =\frac{1}{2} \iiint\left(A \frac{\partial \Omega}{\partial x}+B \frac{\partial \Omega}{\partial y}+C \frac{\partial \Omega}{\partial z}\right) d x d y d z . \tag{381}
\end{align*}
$$

the integration being taken throughout all magnetised matter.
449. An alternative proof can be given of equations (380) and (381), following the method of $\S 106$, in which we obtained the energy of a system of electric charges.

Out of the magnetic materials scattered at infinity, it will be possible to construct $n$ systems, each exactly similar as regards arrangement in space to the final system, but of only one-nth the strength of the final system. If $n$ is made very great, it is easily seen that the work done in constructing a single system vanishes to the order of $\frac{1}{n^{2}}$, so that, in the limit when $n$ is very great, the work done in constructing the series of $n$ systems is infinitesimal. Thus the energy of the final system may be regarded as the work done in superposing this series of $n$ systems.

Let us suppose so many of the component systems to have been superposed, that the system in position is $\kappa$ times its final strength, where $\kappa$ is a positive quantity less than unity. The potential of the field at any point will be $\kappa \Omega$. On bringing up a new system let us suppose that $\kappa$ is increased to $\kappa+d \kappa$, so that the strength of the new system is $d \kappa$ times that of the final system. In bringing up the new system, we place a magnet of $d \kappa$ times the strength of $a$ in a field of force of potential $\kappa \Omega$, and so on with the other magnets. Thus the work done is

$$
d \kappa . \kappa \Omega(a)+d \kappa . \kappa \Omega(b)+\ldots,
$$

and on integration of the work performed, we obtain

$$
\begin{aligned}
W & =\int_{0}^{1} \kappa d \kappa\{\Omega(a)+\Omega(b)+\ldots\} \\
& =\frac{1}{2} \Sigma \Omega(a),
\end{aligned}
$$

agrecing with equation (380), and leading as before to equation (381).
450. If the magnetic matter consists solely of normally magnetised shells, we may replace equation (381) by

$$
W=\frac{1}{2} \Sigma \iint I \frac{\partial \Omega}{\partial n} d s d S,
$$

where $d s$ denotes thickness and $d S$ an element of area of a shell. Replacing $I d s$ by $\phi$, so that $\phi$ is the strength of a shell, we have

$$
W=\frac{1}{2} \Sigma \iint \phi \frac{\partial \Omega}{\partial n} d S .
$$

For uniform shells, $\phi$ may be taken outside the sign of integration, and the equation becomes

$$
W=\frac{1}{2} \Sigma \phi \iint \frac{\partial \Omega}{\partial n} d S=-\frac{1}{2} \Sigma \phi n
$$

(cf. § 423), where $n$ is the number of lines of induction which cross the shell.
This calculation measures the energy from a standard configuration in which the magnetic materials are all scattered at infinity. To calculate the encrgy measured from a standard configuration in which the shells have already been constructed and are scattered at infinity as complete shells, we use equation (378), namely

$$
\begin{gathered}
W=\frac{1}{2} \Sigma\left\{\Omega(a)-\Omega_{a}(a)\right\}, \\
W=\frac{1}{2} \Sigma \iint \phi \frac{\partial \Omega^{\prime}}{\partial n} d S,
\end{gathered}
$$

from which we obtain
where $\frac{\partial \Omega^{\prime}}{\partial n}$ denotes the values $\frac{\partial \Omega}{\partial n}$ at the surface of any shell if the shell itself is supposed annihilated.

If all the shells are uniform, this may again be written

$$
\begin{equation*}
W=-\frac{1}{2} \Sigma \phi n^{\prime} \tag{382}
\end{equation*}
$$

where $n^{\prime}$ is the number of tubes of force from the remaining shells, which cross the shell of strength $\phi$. An example of this has already occurred in § 424.

## Energy in the Medium.

451. We have seen that the energy of a magnetic field is given by (cf. equation (381))

$$
\begin{equation*}
W=\frac{1}{2} \iiint\left(A \frac{\partial \Omega}{\partial x}+B \frac{\partial \Omega}{\partial y}+C \frac{\partial \Omega}{\partial z}\right) d x d y d z . \tag{383}
\end{equation*}
$$

the integration being taken over all magnetic matter. As a preliminary to transforming this into an integral taken through all space, we shall prove that

$$
\begin{equation*}
\iiint(a \alpha+b \beta+c \gamma) d x d y d z=0 \tag{384}
\end{equation*}
$$

the integration being through all space.
The integral on the left can be written as

$$
-\iiint\left(a \frac{\partial \Omega}{\partial x}+b \frac{\partial \Omega}{\partial y}+c \frac{\partial \Omega}{\partial z}\right) d x d y d z
$$

and this, by Green's 'Theorem, may be transformed into

$$
\iiint \Omega\left(\frac{\partial a}{\partial x}+\frac{\partial b}{\partial y}+\frac{\partial c}{\partial z}\right) d x d y d z-\iint \Omega(l a+m b+n c) d S
$$

the latter integral being taken over a sphere at infinity. Now at infinity $\Omega$ is of the order of $\frac{1}{r^{9}}$ (cf. $\S 67$ ), while $l a+m b+n c$ vanishes, and $d S$ is of the order of $r^{2}$, so that the surface integral vanishes on passing to the limit $r=\infty$. Also the volume integral vanishes since

$$
\frac{\partial a}{\partial x}+\frac{\partial b}{\partial y}+\frac{\partial c}{\partial z}=0,
$$

and hence the theorem is proved.
Replacing $a, b, c$ by their values, as given by equations (359), we find that equation (384) becomes

$$
\iiint\left(\alpha^{2}+\beta^{2}+\gamma^{2}\right) d x d y d z+4 \pi \iiint(A \alpha+B \beta+C \gamma) d x d y d z=0 \ldots(385) .
$$

Both integrals are taken through all space, but since $A=B=C=0$ except in magnetic matter, we can regard the latter integral as being taken only over the space occupied by magnetic matter. This integral is therefore equal, by equation (383), to $-2 W$, so that equation (385) becomes

$$
\begin{equation*}
W=\frac{1}{8 \pi} \iiint\left(a^{2}+\beta^{2}+\gamma^{2}\right) d x d y d z . \tag{386}
\end{equation*}
$$

the integral being taken through all space.
This expression is exactly analogous to that which has been obtained for the energy of an electrostatic system, namely,

$$
W=\frac{1}{8 \pi} \iiint\left(X^{2}+Y^{2}+Z^{2}\right) d x d y d z
$$

And, as in the case of an electrostatic system, equation (386) may be interpreted as meaning that the energy may be regarded as spread through the medium at a rate $\frac{1}{8 \pi}\left(a^{2}+\beta^{2}+\gamma^{2}\right)$ per unit volume.

## Terrestrial Magnetism.

452. The magnetism of the earth is very irregularly distributed and is constantly changing. The simplest and roughest approximation of all to the state of the earth's magnetism is obtained by regarding it as a bar magnet, possessing two poles near to its surface, the position of these in 1906 being as follows:

$$
\begin{aligned}
& \text { North Pole } 70^{\circ} 30^{\prime} \mathrm{N} ., \quad 97^{\circ} 40^{\prime} \mathrm{W} . \\
& \text { South Pole } 73^{\circ} 39^{\prime} \mathrm{S} \text {., } \quad 146^{\circ} 15^{\prime} \mathrm{E} .
\end{aligned}
$$

Another approximation, which is better in many ways although still very rough, is obtained by regarding the earth as a uniformly magnetised sphere.

[^15]With the help of a compass-needle, it will be possible to find the direction of the lines of force of the earth's field at any point. It will also be possible to measure the intensity of this field, by comparing it with known magnetic fields, or by measuring the force with which it acts on a magnet of known strength.
453. At any point on the earth, let us suppose that the angle between the line of magnetic force and the horizontal is $\theta$, this being reckoned positive if the line of force points down into the earth, and let the horizontal projection of the line of force make an angle $\delta$ with the geographical meridian through the point, this being reckoned positive if this line points west of north. The angle $\theta$ is called the dip at the point, the angle $\delta$ is called the declination.

Let $H$ be the horizontal component of force, then the total force may be regarded as made up of three components:

$$
\begin{aligned}
& X=H \cos \delta, \text { towards the north, } \\
& Y=H \sin \delta, \text { towards the west, } \\
& Z=H \tan \theta, \text { vertically downwards. }
\end{aligned}
$$

If $\Omega$ is the potential due to the earth's field at a point of latitude $l$, longitude $\lambda$, and at distance $r$ from the centre, we have (cf. equations (331))

$$
\begin{gathered}
X=-\frac{1}{r} \frac{\partial \Omega}{\partial l} \quad Y=-\frac{1}{r \cos l} \frac{\partial \Omega}{\partial \lambda}, \quad Z=\frac{\partial \Omega}{\partial r} . \\
\text { Analysis of Potential of Earth's field. }
\end{gathered}
$$

454. Since $\Omega$ is the potential of a magnetic system, the value of $\Omega$ in regions in which there is no magnetisation must (by § 408) be a solution of Laplace's equation, and must therefore (by $\S 233$ ) be capable of expansion in the form

$$
\begin{equation*}
\Omega=\left(\frac{S_{1}}{r^{2}}+\frac{S_{2}}{r^{2}}+\ldots\right)+\left(S_{0}^{\prime}+S_{1}^{\prime} r+S_{2}^{\prime} r^{2}+\ldots\right) \tag{388}
\end{equation*}
$$

in which $S_{1}, S_{1}, \ldots S_{0}^{\prime}, S_{1}^{\prime}, S_{2}^{\prime}, \ldots$ are surface harmonics, of degrees indicated by the subscripts.

At the earth's surface, the first term is the part of the potential which arises from magnetism inside the earth, while the second term arises from magnetism outside.

The surface harmonic $S_{n}$ can, as in $\S 275$, be expanded in the form

$$
S_{n}=\sum_{m=0}^{m=n} P_{n}^{m}(\sin l)\left(A_{n, m} \cos m \lambda+B_{n, m} \sin m \lambda\right),
$$

so that $\Omega$ can be put in the form

$$
\begin{aligned}
\Omega= & \sum_{n=0}^{n=\infty} \sum_{m=0}^{m=n}\left\{\frac{P_{n}^{m}(\sin l)}{r^{n+1}}\left(A_{n, m} \cos m \lambda+B_{n, m} \sin m \lambda\right)\right. \\
& \left.+r_{n} P_{n}^{m}(\sin l)\left(A_{n, m}^{\prime} \cos m \lambda+B_{n, m}^{\prime} \sin m \lambda\right)\right\}
\end{aligned}
$$

Hence from equations (387) we obtain the values of $X, Y, Z$ at any point in terms of the longitude and latitude of the point and the constants such as $A_{n, m}, B_{n, m}, A_{n, m}^{\prime}, B_{n, m}^{\prime}$.

By observing the values of $X, Y, Z$ at a great number of points, we obtain a system of equations between the constants $A_{n, m}$, etc., and on solving these we obtain the actual values of the constants, and therefore a knowledge of the potential as expressed by equation (388).

If the magnetic field arose entirely from magnetism inside the earth, we should of course expect to find $S_{1}^{\prime}=S_{2}^{\prime}=\ldots=0$, while if the magnetic field arose from magnetism entirely outside the earth, we should find $S_{1}=S_{2}=\ldots=0$.
455. The results actually obtained are of extreme interest. The magnetic field of the earth, as we have said, is constantly changing. In addition to a slow, irregular, and so-called "secular" change, it is found that there are periodic changes of which the periods are, in general, recognisable as the periods of astronomical phenomena. For instance there is a daily period, a yearly period, a period equal to the lunar month, a period of about 26 d days (the period of rotation of the inner core of the sun*), a period of about 11 years (the period of sun-spot variations), a period of 19 years (the period of the motion of the lunar nodes), and so on. Thus the potential can be divided up into a number of periodic parts and a residual constant, or slowly and irregularly changing, part. All the periodic parts are extremely small in comparison with the latter. It is found, on analysing the potentials of these different parts of the field, that the constant field arises from magnetisation inside the earth, while the daily variation arises mainly from magnetisation outside the earth. The former result might have been anticipated, but the latter could not have been predicted with any confidence. For the variation might have represented nothing more than a change in the permanent magnetism of the earth due to the cooling and heating of the earth's mass, or to the tides in the solid matter of the earth produced by the sun's attraction.

This daily variation is not such as could be explained by the magnetism of the sun itself; Chree $\dagger$ has found that it cannot be explained by the cooling and heating either of the earth's mass, or of the atmosphere as suggested by Faraday. Balfour Stewart $\ddagger$ put forward the hypothesis that the daily variation was due mainly to electric currents circulating in the upper atmosphere as a result of the electromotive forces induced by the convective

[^16]motion of the atmosphere across the earth's magnetic field. This hypothesis was examined and developed by Schuster*, who examined the daily variations by the method of harmonic analysis, already explained. Schuster found the origin of the magnetic field to be mainly external; he suggested also that the convection currents indicated by the diurnal barometric changes were ultimately responsible for the phenomenon, and further found that a small part of the field must be attributed to origins inside the earth: these it was suggested might be a system of currents induced in the earth by the atmospheric currents above.

Chapman $\dagger$ has recently reexamined the question, and obtains results in substantial agreement with Schuster's theory. He finds that the contribution from inside the earth is about 28 per cent. of the total diurnal variation. It is supposed that the conducting layer in the upper atmosphere in which the induced currents flow is that of which we already have evidence in the phenomenon of the bending of electromagnetic waves round the earth; this layer is also the seat of the aurora borealis. Chapman finds that the internal magnetic field of induced currents would be explained by assuming that, beneath an upper non-conductive layer of 150 or 200 miles depth, the earth has a specific resistance of about $4 \times 10^{-11}$ c.c.s. units.

Besides the variation just considered, there is found to be a lunar diurnal variation, of period equal to the apparent period of motion of the moon. This appears to be the result of a semi-diurnal tidal oscillation of the atmosphere the mechanism being otherwise similar to that already explained.
456. The non-periodic part of the earth's field is found to arise entirely from magnetism inside the earth, having a potential of the form

$$
\Omega=\frac{S_{1}}{r^{2}}+\frac{S_{2}}{r^{3}}+\ldots=\sum_{n=1}^{n=\infty} \sum_{m=0}^{m=n}\left\{\frac{P_{n}^{m}(\sin l)}{r^{n+1}}\left(A_{n, m} \cos m \lambda+B_{n, m} \sin n l \lambda\right)\right\} .
$$

This method of analysing the earth's field is due to Gauss, who calculated the coefficients, with such accuracy as was then possible, for the year 1830. The most complete analysis of the field which now exists has been calculated by Neumayer for the year 1885, using observations of the field at 1800 points on the earth's surface.

The first few coefficients obtained by Neumayer are as follows:

$$
\begin{aligned}
& A_{1,0}=3157 \quad\left\{\begin{array}{l}
A_{1,1}=0248, \\
B_{1,1}=-0603,
\end{array}\right. \\
& A_{2,0}=0079\left\{\begin{array}{ll}
A_{2,1}=-0498, & A_{2,2}=-.0057, \\
B_{2,1}= & 0130,
\end{array} B_{2,2}=-.0126,\right. \\
& A_{3,0}=-0244, \quad\left\{\begin{array}{lll}
A_{3,1}=0396, & A_{3,2}=-0279, & A_{3,3}=-.0033, \\
B_{3,1}=0074, & B_{3,2}=-.0001, & B_{3,3}=-.0055,
\end{array}\right. \\
& A_{4,0}=-0344\left\{\begin{array}{lll}
A_{4,1}=-0306, & A_{4,2}=-\cdot 0198, & A_{4,3}=\cdot 0068, \\
B_{4,1}=-.0119, & B_{4,2}=-0071, & B_{4,3}=\cdot 0051, \\
B_{4,4}=-0008,
\end{array}\right. \\
& \text { - Phil. Trans. A, } 180 \text { (1889), p. 467, and A, } 208 \text { (1907), p. } 163 . \\
& \text { † Phil. Trans. A, } 213 \text { (1913), p. 279, and A, } 218 \text { (1919), p. } 1 .
\end{aligned}
$$

457. The simplest approximation is of course obtained by ignoring all harmonics beyond the first. This gives as the magnetic potential

$$
\begin{aligned}
\Omega & =\frac{1}{r^{2}}\left\{A_{1,0} P_{1}(\sin l)+P_{1}^{1}(\sin l)\left(A_{1,1} \cos \lambda+B_{1,1} \sin \lambda\right)\right\} \\
& =\frac{1}{r^{2}}\{3157 \sin l+\cos l(\cdot 0248 \cos \lambda-\cdot 0603 \sin \lambda)\} .
\end{aligned}
$$

The expression in brackets is necessarily a biaxial harmonic of order unity (cf. $\S 276$ ); it is easily found to be equal to $3224 \cos \gamma$, where $\gamma$ is the angular distance of the point $(l, \lambda)$ from the point

$$
\begin{equation*}
\text { lat. } 78^{\circ} 20^{\prime} \mathrm{N} . \text {, long. } 67^{\circ} 17^{\prime} \mathrm{W} . \tag{389}
\end{equation*}
$$

The potential is now . $\Omega=3224 \frac{\cos \gamma}{r^{2}}$,
which is the potential of a uniformly magnetised sphere, having as direction of magnetisation the radius through the point ( $\$ 415$ ). Or again, it is the potential of a single magnetic particle at the centre of the earth, pointing in this same direction. It is naturally impossible to distinguish between these two possibilities by a survey of the field outside the earth. Green's theorem has already shewn that we cannot locate the sources of a field inside a closed surface by a study of the field outside the surface.

## EXAMPLES.

1. Two small magnets float horizontally on the surface of water, one along the direction of the strayght line joining their centres, and the other at right angles to it. Prove that the action of each magnet on the other reduces to a single force at right angles to the straight line joining the centres, and meeting that line at one-third of its length from the longitudinal maguet.
2. A small magnet $A C B$, free to turn about its centre $C$, is acted on by a small fised magnet $P Q$. Prove that in equilibrium the axis $A C B$ lies in the plane $P Q C$, and that $\tan \theta=-\frac{1}{2} \tan \theta^{\prime}$, where $\theta, \theta^{\prime}$ are the angles which the two magnets make with tho line joining them.
3. Three small magnets having their centres at the angular points of an equilateral triangle $A B C$, and being free to move about their centres, can rest in equilibrium with the magnet at $A$ parallel to $B C$, and those at $B$ and $C$ respectively at right angles to $A B$ and $A C$. Prove that the magnetic moments are in the ratios

$$
\sqrt{3}: 4: 4 .
$$

4. The axis of a small magnet makes an angle $\phi$ with the normal to a plane. Prove that the line from the magnet to the point in the plane where the number of lines of force crossing it per unit area is a maximum makes an angle $\theta$ with the axis of the magnet, such that

$$
2 \tan \theta=3 \tan 2(\phi-\theta)
$$

5. Two small magnets lie in the same plane, and make angles $\theta, \theta^{\prime}$ with the line joining their centres. Shew that the line of action of the resultant force between them divides the line of centres in the ratio

$$
\tan \theta^{\prime}+2 \tan \theta: \tan \theta+2 \tan \theta^{\circ}
$$

6. Two small magnets have their centres at distance $r$ apart, make angles $\theta, \theta^{\prime}$ with the line joining them, and an angle e with each other. Shew that the force on the first magnet in its own direction is

$$
\frac{3 m m^{\prime}}{r^{2}}\left(5 \cos ^{2} \theta \cos \theta^{\prime}-\cos \theta^{\prime}-2 \cos \epsilon \cos \theta\right) .
$$

Shew that the couple about the line joining them which the magnets exert on one another is

$$
\frac{m m^{\prime}}{r^{\prime}} d \sin \epsilon,
$$

where $d$ is the shortest distance between their ases produced.
7. Two magnetic needles of moments $M, M I^{\prime}$ ars soldered together so that their directions include an angle $a$. Shew that when they are suspended so as to swing freely in a uniform horizontal magnetic field, their directions will make angles $\theta, \theta^{\prime}$ with the lines of force, given by

$$
\frac{\sin \theta}{\overrightarrow{I^{\prime}}}=\frac{\sin \theta^{\prime}}{M^{\prime}}=\frac{\sin a}{\left(M^{2}+d l^{\prime 2}+2 M J L^{\prime} \cos a\right)^{\frac{1}{2}}} .
$$

8. Prove that if there are two magnetic molecules, of moments $M$ and $M^{\prime}$, with their centres fixed at $A$ and $B$, where $A B=r$, and one of the molecules swings freely, while the other is acted on by a given couple, so that when the system is in equilibrium this molecule makes an angle $\theta$ with $A B$, then the moment of the couple is

$$
\frac{3}{2} M M^{\prime} \sin 2 \theta / r^{3}\left(3 \cos ^{2} \theta+1\right)^{\frac{1}{2}}
$$

where there is no external field.
9. Two small equal magnets have their centres fixed, and can turn about them in a magnetic field of uniform intensity $H$, whose direction is perpendicular to the line $r$ joining the centres. Shew that the position in which the magnets both point in the direction of the lines of force of the uniform field is stable only if

$$
n>3 M / r^{3}
$$

10. Two magnetic particles of equal moment are fised with their axes parallel to the axis of $z$, and in the same direction, and with their centres at the points $\pm a, 0,0$. Shew that if another maguetic molecule is free to turn about its centre, which is fixed at the point $(0, y, z)$, its axis will rest in the plane $x=0$, and will make with the axis of $z$ the angle

$$
\tan ^{-1} \frac{3 y z}{2 z^{2}-a^{2}-y^{2}} .
$$

Examine which of the two positions of equilibrium is stable.
11. Prove that there are four positions in which a given bar magnet may be placed so as to destroy the earth's control of a compass-needle, so that the needle can point indifferently in all directions. If the bar is short compared with its distance from the needle, shew that one pair of these positions are about $1 \frac{1}{4}$ times more distant than the other pair.
12. Three small magnets, each of magnetic moment $\mu$, are fixed at the angular points of an equilateral triangle $\triangle B C$, so that their north poles lie in the directions $A C, A B, B C$ respectively. Another small magnet, moment $\mu^{\prime}$, is placed at the centre of the triangle, and is free to move about its centre. Prove that the period of a small oscillation is the same as that of a pendulum of length $I b^{3} g / \sqrt{351} \mu \mu^{\prime}$, where $b$ is the length of a side of the triangle, and $I$ the moment of inertia of the movable magnet about its centre.
13. Three magnetic particles of equal moments are placed at the corners of an equilateral triangle, and can turn about those points so as to point in any direction in the plane of the triangle. Prove that there are four and only four positions of equilibrium such that the angles, measured in the same sense of rotation, between the axes of the magnets and the bisectors of the corresponding angles of the triangle are equal. Also prove that the two symmetrical positions are unstable.
14. Four small equal magnets are placed at the corners of a square, and oscillate under the actions they exert on each other. Prove that the times of vibration of the principal oscillations are

$$
\begin{aligned}
& \left.2 \pi\left\{\frac{M / k^{2} d^{3}}{m^{2} 3(2+1 / 2 \sqrt{ } 2}\right)\right\}^{\frac{1}{2}}, \\
& 2 \pi\left\{\frac{M k^{2} d^{3}}{m^{2}(3-1 / 2 \sqrt{ } 2)}\right\}^{\frac{1}{2}}, \\
& 2 \pi\left\{\frac{M k^{2} d^{3} 2 \sqrt{ } 2}{3 m^{2}}\right\}^{\frac{1}{2}},
\end{aligned}
$$

where $m$ is the magnetic moment, and $M k^{2}$ the moment of inertia, of a magnet, and $d$ is a side of the square.
15. A system of magnets lies entirely in one plane and it is found that when the axis of a small needle travels round a contour in the plane that contains no magnetic poles, the needle turns completely round. Prove that the contour contains at least one equilibrium point.
16. Prove that the potential of a body uniformly magnetised with intensity $I$ is, at any external point, the same as that due to a complex magnetic shell coinciding with the surface of the body and of strength $I x$, where $x$ is a coordinate measured parallel to the direction of magnetisation.
17. A sphere of hard steel is magnetised uniformly in a constant direction and a magnetic particle is held at an external point with the axis of the particle parallel to the direction of magnetisation of the sphere. Find the couples acting on the sphere and on the particle.
18. A spherical magnetic shell of radius $a$ is normally magnetised so that its strength at any point is $S_{6}$, where $S_{i}$ is a spherical surface harmonic of positive order $i$. Shew that the potential at a distance $r$ from the centre is

$$
\begin{array}{r}
-4 \pi \frac{i+1}{2 i+1} S_{i}\left(\frac{r}{a}\right)^{d} \text { when } r<a, \\
4 \pi \frac{i}{2 i+1} S_{i}\left(\frac{a}{r}\right)^{i+1} \text { when } r>a .
\end{array}
$$

19. If a small spherical cavity be made within a magnetised body, prove that the components of magnetic force within the cavity are

$$
a+\frac{4}{3} A, \quad \beta+\frac{5}{3} B, \quad \gamma+\frac{5}{3} C:
$$

20. If the carth were a uniformly magnetised sphere, shew that the tangent of the dip at any point would be equal to twice the tangent at the magnetic latitude.
21. Prove that if the horizontal component, in the direction of the meridian, of the carth's magnetic force were known all over its surface, all the other elements of its magnetic force might be theoretically deduced.
22. From the principle that the line integral of the magnetic force round any circuit ordinarily vanishes, shew that the two horizontal components of the magnetic force at any station may bo deduced approximately from the known values for three other stations which lie around it. Shew that these six known elements are not independent, but must satisfy one equation of condition.
23. If the earth were a sphere, and its magnetism due to two small straight bar magnets of the same strength situated at the poles, with their axes in the same direction along the carth's axis, prove that the dip 8 in latitude $\lambda$ would be given by

$$
8 \cot \left(\delta+\frac{\lambda}{2}\right)=\cot \frac{\lambda}{2}-6 \tan \frac{\lambda}{2}-3 \tan ^{3} \frac{\lambda}{2} .
$$

24. Assuming that the carth is a sphere of radius $a$, and that the magnetic potential $\Omega$ is represented by

$$
\Omega=S_{1}\left(\frac{r}{a}\right)+S_{2}\left(\frac{r}{a}\right)^{2}+S_{1}^{\prime}\left(\frac{a}{r}\right)^{2}+S_{2}^{\prime}\left(\frac{a}{r}\right)^{3},
$$

shew that $\Omega$ is completely determined by observations of horizontal intensity, declination and dip at four stations, and of dip at four more.
25. Assuming that in the expansion of the earth's magnetic potential the fifth and higher harmonics maty be neglected, shew that observations of the resultant magnetic force at eight points are sufficient to determine the potential everywhere.
26. Assuming that the earth's magnetism is entirely due to internal causes, and that in latitude $\lambda$ the northerly component of the horizontal force is $A \cos \lambda+B \cos ^{3} \lambda$, prove that in this latitude the vertical component reckoned downwards is

$$
2\left(A+\frac{\AA}{3} B\right) \sin \lambda-\frac{4}{3} B \sin ^{3} \lambda_{0}
$$

# CHAPTER XII 

## INDUCED MAGNETISM

## Physical Phenomena.

458. Reference has already been made to the well-known fact that a magnet will attract small pieces of iron or steel which are not themselves magnets. Here we have a phenomenon which at first sight does not seem to be explained by the law of the attractions and repulsions of magnetic poles. It is found, however, that the phenomenon is due to a magnetic "induction" of a kind almost exactly similar to the electrostatic induction already discussed. It can be shewn that a piece of iron or steel, placed in the presence of a magnet, will itself become magnetised. Temporarily, this piece of iron or steel will be possessed of magnetic poles of its own, and the system of attractions and repulsions between these and the poles of the original permanent magnet will account for the forces which are observed to act on the metal.

It has, however, been seen that pairs of corrcsponding positive and negative poles cannot be separated by more than molecular distances, so that we are led to suppose that each particle of the body in which magnetism is induced must become magnetised, the adjacent poles neutralising one another as in a permanent magnet.

Taking this view, it will be seen that the attraction of a nagnet for an unmagnetised body is analogous to the attraction of an electrified body for a piece of dielectric (§ 197), rather than to its attraction for an uncharged conductor. The attraction of a charged body for a fragment of a diclectric has been seen to depend upon a molecular phenomenon taking place in the dielectric. Each molecule becomes itself electrified on its opposite faces, with charges of opposite sign, these charges being equal and opposite so that the total charge on any molecule is nil. In the same way, when magnetism is induced in any substance, each molecule of the substance must be supposed to become a magnetic particle, the total charge of magnetism on each particle being nil. It follows that the attraction of a magnet for a non-magnetic body is merely the aggregate of the attractive furces acting on the different individual particles of the body.
459. Confirmation of this view is found in the fact that the intensity of the attraction exerted by a magnet on a non-magnetised body depends on
the material of the latter. The significance of this fact will, perhaps, best be realised by comparing it with the corresponding fact of electrostatics. When an uncharged conductor is attracted by a charged body, the phenomena in the former body which lead to this attraction are mass-phenomena: currents of electricity flow through the mass of the body until its surface becomes an equipotential. Thus the attraction depends solely upon the shape of the body and not upon its structure. On the other hand, the phenomena which lead to the attraction of a fragment of dielectric are, as we have seen, molecular phenomena. They are conditioned by the shape and arrangement of the molecules, with the result that the total force depends on the nature of the dielectric material.

All magnetic phenomena occurring in material bodies must be molecular, as a consequence of the fact that corresponding positive and negative poles cannot be separated by more than molecular distances. Hence we should naturally expect to find, as we do find, that all magnetic phenomena in material bodies, and in particular the attraction of unmagnetised matter ijy a magnet, would depend on the nature of the matter. There would be a real difficulty if the attraction were found to depend only on the shape of the bodies.
460. The amount of the action due to magnetic induction varies enormously more with the nature of the matter than is the case with the corresponding electric action. Among common substances the phenomenon of magnetic induction is not at all well-marked except in iron and steel. These substances shew the phenomenon to a degree which appears very surprising when compared with the corresponding electrostatic phenomenon. After these substances, the next best for shewing the phenomena of induction are nickel and cobalt, although these are very inferior to iron and steel. It is worth noticing that the atomic weights of iron, nickel and cobalt are very close together*, and that the three elements hold corresponding positions in the table of elements arranged according to the periodic law.

It has recently been found that certain rare metals shew magnetic induction to an extent comparable with iron, and that alloys can be formed to shew great powers of induction although the elements of which these alloys are formed are almost entirely non-magnetic $\dagger$.

It appears probable that all substances possess some power of magnetic induction, although this is generally extremely feeble in comparison with that of the substances already mentioned. In some substances, the effect is of the opposite sign from that in iron, so that a fragment of such matter is repelled from a magnetic pole. Substances in which the effect is of the

[^17]same kind as in iron are called paramagnetic, while substances in which the effect is of the opposite kind are called diamagnetic.

The phenomenon of magnetic induction is much more marked in paramagnetic, than in diamagnetic, substances. The most diamagnetic substance known is bismuth, and its coefficient of susceptibility (§ 461, below) is only about $\frac{1}{10^{0}}$ of that of the most paramagnetic samples of iron.

## Coeficients of Susceptibility and Permeability.

461. When a body which possesses no permanent magnetism of its own is placed in a magnetic ficld, each element of its volume will, for the time it remains under the influence of the magnetic field, be a magnetic particle. If the body is non-crystalline the direction of the induced magnetisation at any point will be that of the magnetic force at the point. Thus if $H$ denote the magnetic force at any point, we can suppose that the induced magnetism, of an intensity $I$, has its direction the same as that of $H$.

Thus if $\alpha, \beta, \gamma$ are the components of magnetic force, and $A, B, C$ the components of induced magnetisation, we shall have equations of the form

$$
\left.\begin{array}{c}
A=\kappa \alpha  \tag{390}\\
B=\kappa \beta \\
C=\kappa \gamma
\end{array}\right\}
$$

the quantity $\kappa$ being the same in each equation because the directions of $I$ and $H$ are the same.

The quantity $\kappa$ is called the magnetic susceptibility.
If the body has no permanent magnetisation, the whole components of magnetisation are the quantities $A, B, C$ given by equations ( 390 ), and the components of induction are given (cf. equations (359)) by

$$
\begin{aligned}
& a=\alpha+4 \pi A=\alpha(1+4 \pi \kappa), \\
& b=\beta+4 \pi B=\beta(1+4 \pi \kappa), \\
& c=\gamma+4 \pi C=\gamma(1+4 \pi \kappa) .
\end{aligned}
$$

If we put

$$
\begin{equation*}
\mu=1+4 \pi \kappa \tag{391}
\end{equation*}
$$

we have

$$
\left.\begin{array}{c}
a=\mu x  \tag{392}\\
b=\mu \beta \\
c=\mu \gamma
\end{array}\right\}
$$

and $\mu$ is called the magnetic permeability.
462. The quantities $\kappa$ and $\mu$ are by no means constant for a given substance. Their value depends largely upon the physical conditions, particularly the temperature, of the substance, upon the strength of the magnetic field in which the substance is placed, and upon the previous magnetic experiences of the substance in question.

We pass to the consideration of the way in which the magnetic coefficients vary with some of these circumstances. As $\kappa$ and $\mu$ are connected by a simple relation (equation (391)), it will be sufficient to discuss the variations of one of these quantities only, and the quantity $\mu$ will be the most convenient for this purpose. Moreover, as the phenomenon of induced magnetisation is almost insignificant in all substances except iron and steel, it will be sufficient to consider the magnetic phenomena of these substances only.
463. Dependence of $\mu$ on $H$. The way in which the value of $\mu$ depends on $H$ is, in its main features, the same for all kinds of iron. For small forces, $\mu$ is a constant, for larger forces $\mu$ increases, finally it reaches a maximum, and after this decreases in such a way that ultimately $\mu H$ approximates to a constant value, known as the "saturation" value. This is represented graphically in a typical case in fig. 113, which represents the results obtained by Ewing from experiments on a piece of iron wire.


The abscissae reprcsent values of $H$, the ordinate of the thick curve the value of $\mu H$, and the ordinate of the thin curve the value of $\mu$. The corresponding numerical values are as follows:

| $H$ | $\mu H$ | $\mu$ | $H$ | $\mu H$ | $\mu$ |
| :---: | ---: | ---: | ---: | ---: | ---: |
| 0.32 | 40 | 120 | $5 \cdot 17$ | 12680 | 2450 |
| 0.84 | 170 | 200 | 6.20 | 13640 | 2200 |
| 1.37 | 420 | 310 | 7.94 | 14510 | 1830 |
| 2.14 | 1170 | 550 | 9.79 | 14980 | 1530 |
| 2.67 | 3710 | 1300 | 11.57 | 15230 | 1320 |
| 3.24 | 7300 | 2250 | 15.06 | 15570 | 1030 |
| 3.89 | 9970 | $25(60$ | 19.76 | 15780 | 800 |
| 4.60 | 11640 | 2590 | 21.70 | 15870 | 730 |

464. Retentiveness and Hysteresis. It is found that after the magnetising force is removed from a sample of iron, the iron still retains some of its magnetism. Here we have a phenomenon similar to the electrostatic phenomenon of residual charge already described in § 397 .

Fig. 114 is taken from a paper by Prof. Ewing (Phil. Trans. Roy. Soc. 1885). The abscissae represent values of $H$, and ordinates values of $B$, the induction. The magnetic field was increased from $H=0$ to $H=22$, and as $H$ increased the value of $B$ increased in the manner shewn by the curve $O P$ of the graph. On again diminishing $H$ from $H=22$ to $H=0$, the graph for $B$ was found to be that given by the curve $P E$. Thus during this operation there was always more magnetisation than at the corresponding stage of the original operation, and finally when the inducing field was entirely removed, there was magnetisation left, of intensity represented by $O E$. The field was then further decreased from $H=0$ to $H=-20$, and then increased again from $H=-20$ to $H=22$. The changes in $B$ are shewn in the graph.


Fig. 114.
465. Dependence of $\mu$ on temperature. As has already been said, the value of $\mu$ depends to a large extent on the temperature of the metal. In general, the value of $\mu$ continually increases as the temperature is raised, this increase being slow at first but afterwards more rapid, until a temperature known as the "temperature of recalescence" is reached. This temperature has values ranging from $600^{\circ}$ to $700^{\circ}$ for stecl and from $700^{\circ}$ to $800^{\circ}$ for iron. This temperature takes its name from the circumstance that a piece of metal cooling through this temperature will sink to a dull glow before reaching it, and will then become brighter again on passing through it.

After passing the temperature of recalescence, the value of $\mu$ falls with extreme rapidity, and at a temperature only a few degrees above this temperature, iron appears to be alnost completely non-magnetic.

For paramagnetic substances, it appears to be a general law that the susceptibility $\kappa$ varies inversely as the absolute temperature (Curie's Law).

## Mathematical Theory.

466. If $\Omega$ is the magnetic potential, supposed to be defined at points inside magnetic matter by equation (348), we have, as in equations (341) (cf. $\S 430$ ), $\alpha=-\frac{\partial \Omega}{\partial x}$ etc., so that

$$
a=-\mu \frac{\partial \Omega}{\partial x}, \quad b=-\mu \frac{\partial \Omega}{\partial y}, \quad c=-\mu \frac{\partial \Omega}{\partial z} .
$$

The quantities $a, b, c$, as we have seen (§434), satisfy

$$
\begin{equation*}
\frac{\partial a}{\partial x}+\frac{\partial b}{\partial y}+\frac{\partial c}{\partial z}=0 \tag{393}
\end{equation*}
$$

at every point, and

$$
\begin{equation*}
\iint(l a+m b+n c) d S=0 . \tag{394}
\end{equation*}
$$

where the integration is taken over any closed surface. In terms of the potential, equation (393) becomes

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\mu \frac{\partial \Omega}{\partial x}\right)+\frac{\partial}{\partial y}\left(\mu \frac{\partial \Omega}{\partial y}\right)+\frac{\partial}{\partial z}\left(\mu \frac{\partial \Omega}{\partial z}\right)=0 \tag{395}
\end{equation*}
$$

while equation (394) becomes

$$
\begin{equation*}
\iint \mu \frac{\partial \Omega}{\partial n} d S=0 \tag{306}
\end{equation*}
$$

If $\mu$ is constant throughout any volume, equation (395) becomes

$$
\nabla^{2} \Omega=0 .
$$

Thus inside a mass of homogeneous non-magnetised matter, the magnetic potential satisfies Laplace's Equation.
467. At a surface at which the value of $\mu$ changes abruptly we may take a closed surface formed of two areas fitting closely about an element $d S$ of the boundary, these two areas being on opposite sides of the boundary. On applying equation (396), we obtain

$$
\mu_{1} \frac{\partial \Omega}{\partial \nu_{1}}+\mu_{2} \frac{\partial \Omega}{\partial \nu_{2}}=0 .
$$

where $\mu_{1}, \mu_{2}$ are the permeabilities on the two sides, and $\frac{\partial}{\partial \nu_{1}}, \frac{\partial}{\partial \nu_{2}}$ denote differentiations with respect to normals to the surface drawn into the two media respectively.

Equations (397) and (395) (or (396)), combined with the condition that $\boldsymbol{\Omega}$ must be continuous, suffice to determine $\boldsymbol{\Omega}$ uniquely. The equations
satisfied by $\Omega$, the magnetic potential, are exactly the same as those which would be satisfied by $V$, the electrostatic potential, if $\mu$ were the Inductive Capacity of a dielectric. Thus the law of refraction of lines of magnetic induction is exactly identical with the law of refraction of lines of electric force investigated in $\S 138$, and figures (43) and (78) may equally well be taken to represent lines of magnetic induction passing from one medium to a second medium of different permeability.
468. At any external point $Q$, the magnetic potential of the magnetisation induced in a body in which $\mu$ and $\kappa$ have constant values is, by equation (342),

$$
\begin{aligned}
\Omega_{Q} & =\quad \iiint\left\{A \frac{\partial}{\partial x}\left(\frac{1}{r}\right)+B \frac{\partial}{\partial y}\left(\frac{1}{r}\right)+C \frac{\partial}{\partial z}\left(\frac{1}{r}\right)\right\} d x d y d z \\
& =-\kappa \iiint\left\{\frac{\partial \Omega}{\partial x} \frac{\partial}{\partial x}\left(\frac{1}{r}\right)+\frac{\partial \Omega}{\partial y} \frac{\partial}{\partial y}\left(\frac{1}{r}\right)+\frac{\partial \Omega}{\partial z} \frac{\partial}{\partial z}\left(\frac{1}{r}\right)\right\} d x d y d z \ldots(398) .
\end{aligned}
$$

Transforming by Green's Theorem,

$$
\begin{align*}
\Omega_{Q} & =\kappa \iiint \frac{1}{r} \nabla^{2} \Omega-\kappa \iint\left(l_{\hat{c}}^{\hat{c}} \frac{\partial}{x}+m \frac{\partial \Omega}{\partial y}+n \frac{\partial \Omega}{\partial z}\right) \frac{1}{r} d S \\
& =-\kappa \iint\left(\frac{\partial \Omega}{\partial n}\right) \frac{1}{r} d S \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{399}
\end{align*}
$$

shewing that the potential is the same if there were a layer of magnetic matter of surface density $-\kappa \frac{\partial \Omega}{\partial n}$ spread over the surface of the body. This is Poisson's expression for the potential due to induced magnetism.

We can also transform equation (398) into

$$
\begin{align*}
\Omega_{Q} & =\kappa \iiint \Omega \nabla^{2}\left(\frac{1}{r}\right)-\kappa \iint \Omega\left\{l \frac{\partial}{\partial x}\left(\frac{1}{r}\right)+m \frac{\partial}{\partial y}\left(\frac{1}{r}\right)+n \frac{\partial}{\partial z}\left(\frac{1}{r}\right)\right\} d S \\
& =-\kappa \iint \Omega \frac{\partial}{\partial n}\left(\frac{1}{r}\right) d S \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{400}
\end{align*}
$$

shewing that the potential at any external point $Q$ of the induced magnetism is the same as if there were a magnetic shell of strength $-\kappa \Omega$ coinciding with the surface of the body.

Body in which permanent and induced magnetism coexist.
469. If a permanent magnet has a permeability different from unity, we shall have a magnetisation arising partly from permanent and partly from induced magnetism. If $\kappa$ is the susceptibility and $I$ the intensity of the permanent magnetisation at any point, the components of the total magnetisation at any point will be

$$
\begin{equation*}
A=I l+\kappa \alpha, \text { ctc. } \tag{4}
\end{equation*}
$$

and the components of induction are

$$
\begin{equation*}
a=\alpha+4 \pi A=4 \pi I l+\mu a, \text { etc. } \tag{402}
\end{equation*}
$$

For such a substance, it is clear that equations (395) and (396) will not in general be satisfied.

## Energy of a Magnetic Field.

470. To obtain the energy of a magnetic field in which both permanent and induced magnetism may be present, we return to the general equation obtained in § 451,

$$
\begin{equation*}
\iiint(a \alpha+b \beta+c \gamma) d x d y d z=0 \tag{403}
\end{equation*}
$$

On substituting for $a, b, c$ from equations (402), this becomes

$$
4 \pi \iiint I(l a+m \beta+n \gamma) d x d y d z+\iiint \mu\left(\alpha^{2}+\beta^{2} \nmid \gamma^{2}\right) d x d y d z=0 \ldots(404) .
$$

Whether or not induced magnetism is present, it is proved, in $\S 448$, that the energy of the field is

$$
W=\frac{1}{2} \iiint I\left(l \frac{\partial \Omega}{\partial x}+m \frac{\partial \Omega}{\partial y}+n \frac{\partial \Omega}{\partial z}\right) d x d y d z,
$$

where the integral is taken through all space. This is equal to $-\frac{1}{8 \pi}$ times the first term in equation (404). Thus

$$
W=\frac{1}{8 \pi} \iiint \mu\left(a^{2}+\beta^{2}+\gamma^{2}\right) d x d y d z
$$

This could hare been foreseen from analogy with the formula

$$
W=\frac{1}{8 \pi} \iiint K\left(I^{2}+Y^{2}+Z^{2}\right) d x d y d z,
$$

which gives the eucrgy of an clectrostatic field.
From formula (405) we see that the energy of a magnetic field may be supposed spread throughout the medium, at a rate $\frac{\mu I^{2}}{8 \pi}$ per unit volume.

## Mechanical Forces in the Field.

471. The mechanical forces acting on a piece of matter in a magnetic field can be regarded as the superposition of two systems-first, the forces acting on the matter in virtue of its permanent magnetism (if any), and, secondly, the forces acting on the matter in virtue of its induced magnetisin (if any).

The problem of finding expressions for the mechanical forces in a magnetic field is mathematically identical with that of finding the forces in an electrostatic field. This is the problem of which the solution has already been
given in § 196. The result of the analysis there given may at once be applied to the magnetic problem.

In equation (117), p. 175, we found the value of $E$, the $x$-component of the mechanical force per unit volume, in the form

$$
\xi=-\rho \frac{\partial V}{\partial x}-\frac{R^{2}}{8 \pi} \frac{\partial K}{\partial x}+\frac{\partial}{\partial x}\left(\begin{array}{l}
R^{2} \\
8 \pi \\
\tau
\end{array} \frac{\partial K}{\partial \tau}\right)
$$

To translate this result to the magnetic problem, we must regard $\rho$ as specifying the density of magnetic poles, $R$ must be replaced by $H$, the magnetic intensity, and $K$ by $\mu$, the magnetic permeability. Also the electrostatic potential $V$ must be replaced by the magnetic potential $\Omega$. We then have, as the value of $E$ in a magnetic field,

$$
\begin{equation*}
\Xi=-\rho \frac{\partial \Omega}{\partial x}-\frac{H^{2}}{8 \pi} \frac{\partial \mu}{\partial x}+\frac{\partial}{\partial x}\left(\frac{H^{2}}{8 \pi} \tau \frac{\partial \mu}{\partial \tau}\right) \tag{406}
\end{equation*}
$$

Clearly the first term in the value of $\Xi$ is that arising from the permanent magnetism of the body, while the second and third terms arise from the induced magnetism. The first term can be transformed in the manner already explained in the last chapter. It is with the remaining terms that we are at present concerned. These will represent the forces when no permanent magnetism is present. Denoting the components of this force by $\Xi^{\prime}, H^{\prime}, \mathrm{Z}^{\prime}$, we have

$$
\begin{equation*}
\Xi^{\prime}=-\frac{I^{2}}{8 \pi} \frac{\partial \mu}{\partial x}+\frac{\partial}{\partial x}\left(\frac{I^{2}}{8 \pi} \tau \frac{\partial \mu}{\partial \tau}\right) \tag{407}
\end{equation*}
$$

472. This general formula assumes a special form in a case which is of great importance, namely when the magnetic medium is a fluid.

All liquid magnetic media in which the susceptibility is at all marked consist of solutions of salts of iron, and the magnetic properties of the liquid arise from the presence of the salts in solution. According to Quincke, the solution having the greatest susceptibility is a solution of chloride of iron in methyl alcohol, and for this the value of $\mu-1$ is about $\frac{10}{100}{ }^{*}$. In such a liquid, the field arising from the induced magnetisin will be small compared with that arising from the original field, so that the magnetisation of any single particle of the salt in the solution may be regarded as produced entircly by the original field. Hence we have conditions similar to those which obtain electrostatically in a gas. The induced field may be regarded simply as the aggregate of the fields arising from the different particles of the magnetic medium, and is therefore jointly proportional to the density of these particles and to the strength of the inducing field. The latter fact shews that, for a given density of the medium, $\mu$ ought to be independent of $H$, a result to which we shall return later. The former fact shews that, as
the density $\tau$ changes, $\mu-1$ ought to be proportional to $\tau$-a result analogous to the result that $K-1$ is proportional to the density in a gas. It has been found experimentally by Quincke* that $\mu-1$ is approximately proportional to $\tau$.

In gases we have conditions precisely similar to those which obtain when a gas is placed in an electrostatic field. Hence $\mu-1$ must, for a gas, be proportional to $\tau$, for exactly the same reason for which $K-1$ is proportional to $\tau$. This result also has been verified by Quincke $\dagger$.

Thus we may say that for fluid media, whether liquid or gaseous, $\mu-1$ is, in gencral, proportional to $\tau$, where $\tau$ is the density of the magnetic liquid, in the case of a liquid in solution, or of the gas itself, in the case of a gas.
473. If we assume the relation

$$
\mu-1=c \tau \quad . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(408), ~(, ~
$$

where $c$ is a constant, we find that expression (407) may be put in the simpler form

$$
E^{\prime}=\frac{\mu-1}{8 \pi} \frac{\partial}{\partial x}\left(I I^{2}\right),
$$

shewing that the whole mechanical force is the same as would be set up by a hydrostatic pressure at every point of the medium of amount $\frac{\mu-1}{8 \pi} H^{2}$.

If $H$ varies from point to point of the field, the effect of this pressure will clearly be to urge the medium to congregate in the more intense parts of the field. This has been observed by Matteucci $\ddagger$ for a medium consisting of drops of chloride of iron dissolved in alcohol placed in a medium of olive oil. The drops of solution were obsurved to move towards the strongest parts of the field.

## Magnetostriction.

474. If a liquid is placed in a magnetic field, it yields under the influence of the mechanical forces acting upon it, so that we have a phenomenon of magnetostriction, analogous to the phenomenon of electrostriction already explained (§203). Clearly the liquid will expand until the pressure is decreased by an amount $\frac{\mu-1}{8 \pi} H^{2}$ at each point, the new pressure and the mechanical forces resulting from the magnetic field now producing equilibrium in the fluid. By measuring the expansion of a liquid placed in a magnetic field Quincke has been able to verify the agreement between theory and experiment.
[^18]
## Molecular Theories.

## Poisson's Molecular Theory of Induced Magnetism.

475. In Chapter $v$ it was found possible to account for all the electrostatic properties of a dielectric by supposing it to consist of a number of perfectly conducting molecules. Poisson attempted to apply a similar explanation to the phenomenon of magnetic induction.

Poisson's theory can, however, be disproved at once, by a consideration of the numerical values obtained for the permeability $\mu$. This quantity is analogous to the quantity $K$ of Chapter $\mathbf{v}$, so that its value may be estimated in terms of the molecular structure of the magnetic matter. The fact with respect to which Poisson's theory breaks down is the existence of substances (namely, different kinds of soft iron) for which the value of $\mu$ is very large. To understand the significance of the existence of such substances, let us consider the field produced when a uniform infinite slab of such a substance is placed in a uniform field of magnetic force, so that the face of the slab is at right angles to the lines of force. If the value of $\mu$ is very large, the fall of potential in crossing the slab is very small. Throughout the supposed perfectly-conducting magnetic molecules the potential would, on Poisson's theory, be constant, so that the fall of potential could occur only in the interstices between the molecules. In these interstices (cf. fig. 46), the fall of potential per unit length would be comparable with that outside the slab. Hence a very large value of $\mu$ could be accounted for only by supposing the molecules to be packed together so closely as to leave hardly any interstices. Samples of iron can be obtained for which $\mu$ is as large as 4000 ; it is known, from other evidence, that the molecules of iron are not so close together that such a value of $\mu$ could be accounted for in the manner proposed by Poisson.

It is worth noticing, too, that Poisson's theory does not seem able, without modification, to give any reasonable account of the phenomena of saturation, hysteresis, etc.

## Weber's Molecular Theory of Induced Magnetism.

476. A theory put forward by Weber shews much more ability than the theory of Poisson to explain the facts of induced magnetism.

Weber supposes that, even in a substance which shews no magnetisation, every molecule is a permanent magnet, but that the effects of these different magnets counteract one another, owing to their axes being scattered at random in all directions. When the matter is placed in a magnetic field each molecule tends, under the influence of the field, to set itself so that its axis is along the lines of force, just as a compass-needle tends to set itself along the lines of force of the earth's magnetic field. The axes of the
molecules no longer point in all directions indifferently, so that the magnetic fields of the different molecules no longer destroy one another, and the body as a whole shews magnetisation. This, on Weber's theory, is the magnetisation induced by the external field of force.

Weber supposes that each molecule, in its normal state, is in a position of equilibrium under the influence of the forces from all the neighbouring molecules, and that when it is moved out of this position by the action of an external magnetic field, the forces from the other molecules tend to restore it to its old position. It is, thercfore, clear that so long as the external field is small, the angle through which each axis is turned by the action of the field will be exactly proportional to the intensity of the field, so that the magnetisation induced in the body will be just proportional to the strength of the inducing field. In other words, for small values of $H$, $\mu$ must be independent of $H$.

There is, however, a natural limit imposed upon the intensity of the induced magnetisation. Under the influence of a very intense ficld all the molecules will set themselves so that their axes are along the lines of force. The magnetisation induced in the body is now of a quite definite intensity, and no increase of the inducing field can increase the intensity of the induced magnetisation beyond this limit. Thus Weber's theory accounts quite satisfactorily for the phenomenon of saturation, a phenomenon which Poisson's theory was unable to explain.
477. In connection with this aspect of Weber's theory, some experiments of Beetz are of great importance. A narrow line was scratched in a coat of varnish covering a silver wire. The wire was placed in a solution of a salt of iron, arranged so that iron could be deposited electrolytically on the wire at the points at which the varnish had been scratched away. The effect was of course to deposit a long thin filament of iron along the scratch. If, however, the experiment was performed in a magnetic field whose lines of force were in the direction of the scratch, it was found not only that the filament of iron deposited on the wire was magnetised, but that its magnetisation was very intense. Moreover, on causing a powerful magnetising force to act in the same direction as the original field, it was found that the increase in the intensity of the induced magnetisation was very small, shewing that the magnetisation had previously been nearly at the poini of saturation.

Now if, as Weber supposed, the molecules of iron were already magnets before being deposited on the silver wire, then any magnetic furce sufficient to arrange them in order on the wire ought to have produced a filament in a state of magnetic saturation, while if, as Poisson supposed, the magnetism in the molecules was merely induced by the external magnetic field, then the magnetisation of the filament ought to have been proportional to the
original field, and ought to have disappeared when the field was destroyed. Thus, as between these two hypotheses, the experiments decide conclusively for the former.
478. Weber's theory is illustrated by the following analysis.

Consider a molecule which, in the normal state of the matter, has its axis in the direction $O P$, and let the field of force from the neighbouring molecules be a ficld of intensity $D$, the direction of the lines of force being of course parallel to $O P$. Now let an external field of intensity $H$ be applied, its direction being a direction OA making an angle $\alpha$ with $O P$. The total field acting on the molecule is now compounded of $D$ along $O P$ and $I I$ along $O A$.


Fig. 115.

In fig. 115 , let $S O, O P$ represent $H$ and $D$ in magnitude and direction, then $S P$ will represent the resultant field, so that the new direction of the axis of the molecule will be $S P$. Suppose that there are $n$ molecules per unit volume, each of moment $m$. Originally, when the axes of the molecules were scattered indifferently in all directions, the number for which the angle $\alpha$ had a value between $\alpha$ and $\alpha+d \alpha$ was $\frac{1}{2} n \sin \alpha d \alpha$. These molecules now have their axes pointing in the direction $S P$, and therefore making an angle $P S A(=\theta$, say) with the direction of the external magnetic field. The aggregate moment of all these molecules resolved in the direction of $O A$ is accordingly

$$
\frac{1}{2} m n \sin \alpha \cos \theta d \alpha
$$

and on integration the aggregate moment of all the molccules per unit volume, which is the same as the intensity of the induced magnetisation $I$, is given by

$$
\begin{equation*}
I=\int_{a=0}^{a=\pi} \frac{1}{2} m n \sin \alpha \cos \theta d \alpha \tag{409}
\end{equation*}
$$

If $R$ is the value of $S P$, measured on the same scale on which $S O$ and $O P$ represent $H$ and $U$ respectively, then

$$
R^{2}=H^{3}+D^{3}-2 H D \cos \alpha
$$

so that, on changing the variable from $\alpha$ to $R$, we must have the relation, obtained by differentiation of the above equation,

$$
R d R=H D \sin \alpha d \alpha
$$

We also have

$$
\cos \theta=\frac{R^{2}+H^{2}-D^{2}}{2 R H},
$$

so that equation (409) becomes

$$
I=\frac{4}{4} m n \int \frac{R^{2}+H^{2}-D^{2}}{2 H^{2} D} d R .
$$

In fig. 115 the limits of integration for $R$ are $R=D+H$ and $R=D-H$. If, however, $H>D$, then the point $S$ falls outside the circle $A P B$ and the limits for $R$ are $R=D+H$ and $R=H-D$.

On integrating, we find as the values of $I$,

$$
\begin{array}{rlrl}
\text { when } X<D, & I & =\frac{2}{3} m n \frac{X}{D}, \\
" X=D, & I & =\frac{2}{3} m n, \\
" X>D, & I & =m n\left(1-\frac{D^{2}}{3 X^{2}}\right), \\
" X & =\infty, & I & =m n .
\end{array}
$$



In fig. 116, the abscissae represent values of $H$, the ordinates of the thick curve the values of $I$, and the ordinates of the dotted curve the values of $B$ or $\mu H$, drawn on one-tenth of the vertical scale of the graph for $I$.

## Maxwell's Molecular Theory of Induced Magnetism.

479. It will be scen that Weber's theory fails to account for the increase in the value of $\mu$ before $I$ reaches its maximum, and also that it gives no account of the phenomenon of retentiveness. Maxwell has shewn how the theory may be modified so as to take account of these two phenomena. He supposes that, so long as the forces acting on the molecules are small, the molccules experience small deflexions as imagined by Weber, but that as soon as these deflexions exceed a certain amount, the molecules are wrenched away entirely from their original positions of equilibrium, and take up positions relative to some new position of
equilibrium. It might be, for instance, that originally the molecule had two possible positions of equilibrium, $O P$ and $O Q$ in fig. 117. Suppose the molecule to be in position $O P$ and to be acted upon by a gradually increasing force in some direction OA. At first the molecule will turn from the position $O P$ towards $O A$. But it may be that, as soon as the molecule passes some position $O R$, it suddenly swings round and takes up a position in which it


Fig. 117. must be regarded as being deflected from the position of equilibrium $O Q$ and not from $O P$. Let its new position be $O S$, then the deflexion produced is the angle $S O P$ instead of the angle $R O P$ which would be given by Weber's theory.

In Maxwell's original discussion, no distinction was mado between the position $O R$, at which the magnet broke away from its old position of equilibrium, and $O S$, the new position of equilibrium. Maxwell accordingly had to assume that in some unknown way, the force of restitution broke down as soon as the magnet reached the position $O R$.

The improvement of distinguishing between the position $O R$, the limit of stability under the old position of equilibrium, and $O S$, the new position of equilibrium, was introduced by Ewing. In Ewing's form of the theory, no forces are needed beyond those provided by the mutual action of the magnets upon one another.

On either form of the theory, it is clear that the ratio of $I$ to $H$ will remain approximately constant until the molecules begin to break away from their original positions of equilibrium. As soon as this happens, the induced magnetism will increase more rapidly than the inducing force-i.e. $\mu$ will increase with $H$, in agreement with observation.

If the magnetising force is now removed, the molecule in the position $O S$ will not return to its original position $O P$, but to the position $O Q$. It will therefore still have a deflexion QOP, called by Maxwell its "permanent set," and this will account for the "retentiveness" of the substance.

No molecular theory of this kind can, however, be regarded as at all complete. We shall return to the discussion of molecular theories of magnetism in Chapter xvi.

## EXAMPLES.

1. A small magnet is placed at the centre of a spherical shell of radii $a$ and $b$. Detcriaine the magnetic force at any point outside the shell.
2. A system of permanent magnets is such that the distribution in all planes parallel to a certain plane is the same. Prove that if a right circular solid cylinder be placed in the field with its axis perpendicular to these planes, the strongth of the field at any point inside the cylinder is thereby altered in a constant ratio.
3. A magnetic particle of moment $m$ lies at a distance $a$ in front of an infinite block of soft iron bounded by a plane face, to which the axis of the particle is perpendicular. Find the force acting on the magnet, and shew that the potential energy of the system is

$$
-m^{2}(\mu-1) / 8 a^{3}(\mu+1) .
$$

4. The whole of the space on the negative side of the $y z$ plane is filled with soft iron, and a magnetic particle of moment $m$ at the point ( $a, 0,0$ ) points in the direction $(\cos a, 0, \sin a)$. Prove that the magnetic potential at the point $x, y, z$ inside the iron is

$$
\frac{2 m}{1+\mu} \frac{z \sin a-(a-x) \cos a}{\left\{(a-x)^{2}+y^{2}+z^{2}\right\}^{\frac{3}{2}}} .
$$

5. A small magnet of moment $M$ is held in the presence of a very large fixed mass of soft iron of permeability $\mu$ with a very large plane face : the magnet is at a distance $a$ from the plane face and makes an angle $\theta$ with the shortest distance from it to the plane. Shew that a certain force, and a couple

$$
(\mu-1) M^{2} \sin \theta \cos \theta / 8(\mu+1) a^{3}
$$

are required to keep the magnet in position.
6. A sinall sphere of radius $b$ is placed near a circuit which, when carrying unit current, would produce a field of strength $H$ at the point where the centre of the sphere is placed. Shew that if $\kappa$ is the coefficient of magnetic induction for the sphere, the presence of the sphere increises the self-induction of the wire by, approximately,

$$
\frac{8 \pi b^{3} k(3+2 \pi \kappa)}{(3+4 \pi \kappa)^{2}} I^{2} .
$$

7. If the magnetic field within a body of permeability $\mu$ be uniform, shew that any spherical portion can be removed and the cavity filled up with a concentric spherical nucleus of permeability $\mu_{1}$ and a concentric shell of permeability $\mu_{2}$ without affecting the extermal held, provided $\mu$ lies between $\mu_{1}$ and $\mu_{2}$, and the ratio of the volume of the nuclens to that of the shell is properly chosen. Prove also that the field inside the nucleus is uniform, and that its intensity is greater or less than that outside according as $\mu$ is greater or lens than $\mu_{1}$.

8 A nphere of radius $a$ has at any point $(x, y, z)$ components of permanent magnetisation ( $I$ ' $x, Q_{!}, 0$ ), the origin of condinates being at its centre. It is surrounded by a spherical shell of uniform permealility $\mu$, the bounding radii being $a$ and $b$. Determine the vector potential at an outhde point.
9. A sphare of suft iron of radus $a$ is placed in a field of uniform magnetic force barallel to the axis of $z$. Sluw that the lines of force external to the sphere lie on surfaces of revolution, the equation of which is of the form

$$
\left\{1+\underset{\mu+2}{2(\mu-1)}\binom{a}{r}\right\}\left(x^{2}+y^{2}\right)=\text { cons }
$$

$r$ being the distance from the centre of the sphere.
10. A $\quad$ phere of soft iron of permeability $\mu$ is introduced into a field of force in which the potential is a homogeneous polynomial of degree $n$ in $x, y, z$. Shew that the potential inside the sphere is reduced to its originall value multiplied by

$$
\frac{2 n+1}{n_{\mu}+n+1} .
$$

11. If a shell of radii $a, b$ is introduced in place of the sphere in the last question, shew that the force inside the cavity is altered in the ratio

$$
(2 n+1)^{2} \mu:(n \mu+n+1)(n \mu+\mu+\mu)-n(n+1)(\mu-1)^{2}\left(\frac{a}{b}\right)^{2 n+1}
$$

12. An infinitely long hollow iron cylinder of permeability $\mu$, the cross-section being concentric circles of radii $a, b$, is placed in a uniform field of magnetic force the direction of which is perpendicular to the generators of the cylinder. Shew that the number of lines of induction through the space occupied by the cylinder is changed by inserting the cylinder in the field, in the ratio

$$
b^{2}(\mu+1)^{2}-a^{2}(\mu-1)^{2}: 2 \mu\left\{b^{2}(\mu+1)-a^{2}(\mu-1)\right\} .
$$

13. A cylinder of iron of permeability $\mu$ has for cross-section the curve

$$
r=a(1+\epsilon \cos 2 \theta),
$$

where $\epsilon^{2}$ may be neglected. Find the distribution of potential when the cylinder is placed in a field of force of which the potential before the introduction of the cylinder was

$$
\Omega=\Delta x y
$$

14. An infinite elliptic cylinder of soft iron is placed in a uniform field of potential $-(X x+Y y)$, the equation of the cylinder being $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$. Shew that the potential of the induced magnetism at any internal point is

$$
-(\mu-1)\left(\frac{b}{\mu b+a} X x+\frac{a}{\mu a+\bar{b}} Y_{y}\right) .
$$

15. A solid elliptic cylinder whose equation is $\xi=a$ given by

$$
x+i y=c \cosh (\xi+i \eta)
$$

is placed in a ficld of magnetic force whose potential is $A\left(x^{2}-y^{2}\right)$. Shew that in the space external to the cylinder the potential of the induced magnetism is

$$
-\frac{1}{4} A c^{2} \operatorname{cosech} 2(a+\beta) \sin 4 a 3^{2(a-\beta-\xi)} \cos 2 \eta,
$$

where coth $2 \beta$ is the permeability.
16. A solid ellipsoid of soft iron, semi-axes $a, b, c$ and permeability $\mu$, is placed in a uniform field of force $X$ parallel to the axis of $x$, which is the major axis. Verify that the internal and external potentials of the induced magnetisation are

$$
\text { where } \quad \begin{aligned}
A_{1} & =\int_{0}^{\infty} \frac{d \psi}{\left(a_{1}^{2}+\psi\right)_{1}^{3} x,} \frac{\Omega_{0}=P A_{0} x,}{} \\
& P=(\mu-1) X /\left\{(\mu-1) A_{1}+2(a b c)^{-\frac{1}{2}}\right\}
\end{aligned}, \quad A_{0}=\int_{\lambda}^{\infty} \frac{d \psi}{\left(a^{2}+\psi\right)^{\frac{1}{2}}\left(b^{2}+\psi\right)^{\frac{1}{2}}\left(c^{2}+\psi\right)^{\frac{1}{2}}},
$$

and $\lambda$ is the parameter of the confocal through the point considered.
17. A unit magnetic pole is placed on the axis of $z$ at a distance $f$ from the centre of a sphere of soft iron of radius $a$. Shew that the potential of the induced magnetism at any external point is

$$
-\frac{1}{\pi} \frac{\mu-1}{\mu+1} \frac{a^{3}}{f^{2}} \int_{0}^{\pi} \int_{0}^{1} \frac{\frac{1}{t^{\mu+1}} d t, l \theta}{\left(z+\iota \pi \cos \theta-\frac{a^{\iota} \ell}{f}\right)^{2}}
$$

where $z$, ware the cylindrical coordinates of the point. Find also the potential at an internal point.
18. A magnetic pole of strength $m$ is placed in front of an iron plate of permeability $\mu$ and thickness $c$. If this pole be the origin of rectangular coordinates $x, y$, and if $x$ be perpendicular and $y$ parallel to the plate, shew that the potential behind the plate is given by

$$
\Omega=m\left(1-\rho^{2}\right) \int_{0}^{\infty} e^{-x t} \frac{J_{0}(y t) d t}{1-\rho^{2} e^{-2 c t}}, \text { wherc } \rho=\frac{\mu-1}{\mu+1} .
$$

## CHAPTER XIII

## tHe magnetic field produced by electric currents

## Experimental Basis.

480. So far the subjects of electricity and magnetism have been developed as entirely separate groups of physical phenomena. Although the mathematical treatment in the two cases has been on parallel lines, we have not had occasion to deal with any physical links connecting the two series of phenomena.

The first definite link of the kind was discovered by Oersted in 1820. Oersted's discovery was the fact that a current of electricity produced a magnetic field in its neighbourhood.

The nature of this field can be investigated in a simple manner. We first double back on itself a wire in which a current is flowing (fig. 118, 1). It is found that no magnetic field is produced.

Next we open the end into a small plane loop $P Q R S$ (fig. 118, 2). It is found that at distances from the loop which are great compared with its linear dimensions, such a loop exercises the same magnetic forces as a magnetic particle of which the


Fig. 118. axis is perpendicular to the plane $P Q R S$, and the moment is jointly proportional to the strength of the current and to the area $P Q R S$. The single current flowing in the circuit $O P Q R S T$ is obviously equivalent to two currents of equal strength, the one flowing in the circuit OPST obtaincd by joining the points $P$ and $S$, and the other flowing in the closed circuit $P Q R S P$. The former current is shewn, by the preliminary experiment, to have no magnetic effects, so that the whole magnetic field may be ascribed to the small closed circuit $P Q R S$.
481. Instead of regarding this field as due to a particle of moment jointly proportional to the area $P Q R S$ and to the current-strength, we may regard it as due to a small magnetic shell, coinciding with the area $P Q R S$, and of strength simply proportional to the current flowing in $P Q R S$.
482. Next, let us consider the current flowing in a closed circuit of any shape we please, and not necessarily in one plane. Let us cover in the closed circuit by an area of any kind having the circuit for its boundary, and let us cut up this area into infinitely small meshes by two systems of lines. A current of strength $i$ flowing round the boundary circuit, is exactly equivalent to a current of strength $i$ flowing round each mesh in the same direction as the current in the boundary. For, if we imagine this latter system of currents in existence, any line


Fia. 119. such as $A B$ in the interior will have two currents flowing through it, one from each of the two meshes which it separates, and these currents will be equal but in opposite directions. Thus all the currents in the lines which have been introduced in the interior of the circuit annihilate one another as regards total effect, while the currents in those parts of the meshes which coincide with the original circuit just combine to reproduce the original current flowing in this circuit.

Thus the original circuit is equivalent, as regards magnetic effect, to a system of currents, one in each mesh. By taking the meshes sufficiently small, we may regard each mesh as plane, so that the magnetic effect of a current circulating in it is known : the magnetic effect of the current in a single mesh is that of a magnetic shell of strength proportional to the current and coinciding in position with the mesh. Thus, by addition, we find that the whole system of currents produces the same magnetic effects as a single magnetic shell coinciding with the surface of which the original currentcircuit is the boundary, and of strength proportional to the current. This shell, then, produces the same magnetic effect as the original single current. The magnetic shell is spoken of as the " equivalent magnetic shell."

Thus we have obtained the following result:
"A current flowing in any closed circuit produces the same magnetic field as a certain magnetic shell, known as the 'equivalent magnetic shell.' This shell may be taken to be any shell having the circuit for its boundary, its strength being uniform and proportional to that of the current."

Law of Signs. If an observer is imagined to stand on that side of the "equivalen' magnetic shell" which contains the negative poles, the current flows round him in the same direction as that in which the sun moves round an observer standing on the earth's surface in the northern hemisphere.

We can also state the law by saying that to drive an ordinary righthanded screw (e.g. a cork-screw) in the direction of magnetisation of the shell, the screw would have to be turned in the direction of the current.

The law of signs expresses a fact of nature, not a mathematical convention. At the same time, it must be noticed that the law docs not express that nature shews any preference in this respect for right-handed over lefthanded screws. Two conventions have already been made in deciding which are to be called the positive directions of current and of magnetisation, and if either of these
 of equivalent shell.

Fia. 120. conventions had been different, the word "right-handed" in the lav of signs would have had to be replaced by "left-handed."
483. Since, by $\S 346$, any system of currents can be regarded as the superposition of a number of simple closed currents, it follows that the magnetic field produced by any system of currents can always be regarded as that produced by a number of magnetic shells, each of uniform strength.

## Electromagnetic Unit of Current.

484. If $i$ is the strength of the current flowing in a circuit, and $\phi$ the strength of the equivalent magnetic shell, then

$$
\phi=k i,
$$

where $k$ is a constant, which is positive if the law of signs just stated has been obeyed in determining the signs of $\phi$ and $i$.

In the system of units known as Electromagnetic, we take $k=1$, and define a unit current as one such that the equivalent magnetic shell is of unit strength. The strength of a current, in these units, is therefore measured by its magnetic effects. Obviously the strength measured in this way will be entirely different from the strength measured by the number of electrostatic units of electricity which pass a given point. This latter method of measurement is the electrostatic method. A full discussion of systems of units will be given later ( $\$ 58.5$ ); at present it may be stated that a current which is of unit strength when measured electromagnetically in c.a.s. units is of strength $3 \times 10^{10}$ (very approximately) when measured electrostatically. The practical unit of current, the ampere, is, as already stated, equal to $3 \times 10^{\circ}$ electrostatic units of current, so that the electromagnetic unit of current is equal to 10 ampères.

A unit charge of electricity in electromagnetic units will be the amount of electricity that passes a fixed point per unit time in a circuit in which an electromagnetic unit of current is flowing. It is therefore equal to $3 \times 10^{10}$ electrostatic units.

## Work done in threading a Circuit.

485. In fig. 121 let the thick line represent a circuit in which a current is flowing, and let the thin line through the point $P$ represent the outline of any equivalent magnetic shell, $P$ being any point in the shell. Let us imagine that we thread the circuit by any closed path beginning and ending at $P$, this path being represented by the dotted line in the figure. At every point of this path except $P$, we have a full knowledge of the magnctic forces.


It will be convenient to regard the shell as having a definite, although infinitesimal, thickness at $P$. Let $P_{+}, P_{-}$denote the points in which the path intersects the positive and negative faces of the shell. Then we may say that the forces are known at all points of the path, except over the small range $P_{+} P_{-}$.

The original current can, however, be represented by any number of equivalent magnetic shells, for any shell is capable of representing the current, provided only it has as boundary the circuit in which the current is flowing.


Fig. 12\%.

Let any other equivalent shell cut the path in the points $Q_{+} Q_{-}$. From our knowledge of the forces exerted by this shell, we can determine the forces exerted by the current at all points of the path except those within the range of $Q_{+} Q_{-}$. In particular we can determine the forces over the range $P_{+} P_{-}$, and it is at once obvious that on passing to the limit and making the range $P_{+} P_{\text {- }}$ infinitesimal, the forces at the points $P_{+}, P_{-}$, and at all points on the infinitesimal range $P_{+} P_{-}$must be equal. Obviously the forces are also finite.

The work done on a unit pole in taking it round the complete circuit from $P_{-}$back to $P_{-}$, is accordingly the same as that done in taking it from $P_{-}$ round the path to $P_{+}$. This can be calculated by supposing the forc's to be everted by the first equivalent shell, for the path is entirely outside this shell. If the potential due to the shell is $\Omega_{P_{+}}$at $P_{+}$and is $\Omega_{P_{-}}$at $P_{-}$, the work done is $\Omega_{P_{+}}-\Omega_{P_{-}}$.

Now $\Omega$, the potential of the shell at any point, is, as we know (§419), equal to $i \omega$, where $\omega$ is the solid angle subtended by the shell and $i$ is the
current, measured in electromagnetic units. The change in the solid angle as we pass from $P_{-}$to $P_{+}$is, as a matter of geometry, equal to $4 \pi$. Thus

$$
\begin{equation*}
\Omega_{P_{+}}-\Omega_{P_{-}}=4 \pi i \tag{410}
\end{equation*}
$$

The work done in taking a unit pole round the path described is accordingly $4 \pi i$.

## Magnetic Potential of a Field due to Currents.

486. Let us fix upon a definite equivalent shell to represent a current of strength $i$. Let us bring a unit pole from infinity to any point $A$, by a path which cuts the equivalent shell in points $P, Q, \ldots Z$. For simplicity, let us at first suppose that at each of these points the path passes from the positive to the negative side of the shell, and let the points on the two sides of the shell be denoted, as before, by $P_{+}, P_{-} ; Q_{+}, Q_{-}$; and
 so on.

Then, if $\Omega$ denotes the magnetic potential due to the equivalent shell, the work done in bringing the unit pole from infinity to $P_{+}$will be $\Omega_{P_{+}}$. In the limit $P_{+}$and $P_{-}$are coincident, so that the work in taking the unit pole on from $P_{+}$to $P_{-}$is infinitesimal. In taking it from $P$ to $Q_{+}$work is done of amount $\Omega_{Q_{+}}-\Omega_{P_{-}}$, from $Q_{+}$to $Q_{-}$, the work is infinitesimal, and so on, until ultimately we arrive at $A$. Thus the total work done in bringing the unit pole to $A$ is

$$
\Omega_{P_{+}}+\left(\Omega_{Q_{+}}-\Omega_{P_{-}}\right)+\left(\Omega_{R_{+}}-\Omega_{Q_{-}}\right)+\ldots+\left(\Omega_{\Delta}-\Omega_{z_{-}}\right),
$$

or, rearranging, is

$$
\Omega_{\Delta}+\left(\Omega_{P_{+}}-\Omega_{P_{-}}\right)+\left(\Omega_{{Q_{+}}_{-}}-\Omega_{Q_{-}}\right)+\ldots
$$

Now each of the terms $\Omega_{P_{+}}-\Omega_{P_{-}}, \Omega_{Q_{+}}-\Omega_{Q_{-}}$, etc. is equal by equation (410) to $4 \pi i$, so that if $n$ is the number of these terms, the whole expression is equal to

$$
\Omega_{\Delta}+4 \pi n i .
$$

Replacing $\Omega_{\Delta}$ by $i \omega$, where $\omega$ is the solid angle subtended by the shell at $A$, we find for the potential at $A$ due to the electric current

$$
\begin{equation*}
(\omega+4 \pi n) i \tag{411}
\end{equation*}
$$

If the path cuts the equivalent shell $n$ times in the direction from + to - , and $m$ times in the opposite direction, the quantity $n$ must be replaced by $n-m$.

Expression (411) shews that the potential at a point is not a single-valued function of the coordinates of the point. The forces, which are obtained by diffcrentiation of this potential, are, however, single-valued.

## Current in infinite straight wire.

487. As an illustration of the results obtained, let us consider the magnetic field produced by a current flowing in a straight wire which is of such great length that it may be regarded as infinite, the return current being entirely at infinity.

Let us take the line itself for axis of $z$. Any semi-infinite plane terminated by this line may be regarded as an equivalent magnetic shell. Let us fix on any plane and take it as the plane of $x z$.

Consider any point $P$ such that $O P$, the shortest distance from $P$ to the axis of $z$, makes an angle $\theta$ with $O x$. The cone through $P$ which is subtended by the semi-infinite plane $O x$, is bounded by two planes-one a plane through $P$ and the axis of $z$; the other a plane through $P$ parallel to the plane $z O x$. These contain an angle $\pi-\theta$, so that the solid angle subtended by the plane $z O x$ at $P$ is $2(\pi-\theta)$. Giving this value to $\omega$ in formula (411), we obtain as the magnetic potential at $P$
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$$
\Omega=\{2(\pi-\theta)+4 n \pi\} i
$$

Since $\frac{\partial \Omega}{\partial r}=0$ it is clear that there is no radial magnetic force, and the force at any point in the direction of $\theta$ increasing

$$
=-\frac{\partial \Omega}{r \partial \theta}=\frac{2 i}{r} .
$$

This result is otherwise obvious. If the work done in taking a unit pole round a circle of circumference $2 \pi r$ is to be $4 \pi i$, the tangential force at every point must be $\frac{2 i}{r}$.
488. This result admits of a simple exporimental confirmation.

Let $P Q R$ be a disc suspended in such a way that the only motion of which it is capable is one of pure rotation about a long straight wire in which a current is flowing. On this disc let us suppose that an imaginary unit pole is placed at a distance $r$ from the wire. There will be a couple tending to turn the disc, the moment of this couple being $\frac{2 i}{r} \times r$ or $2 i$. Similarly if we place a unit negative pole on the disc there is a couple $-2 i$.

On placing a magnetised body on the disc, there will be a system of couples consisting of one of moment $2 i$ for every positive pole and one of moment $-2 i$ for every negative pole. Since the total charge
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in any magnet is nil, it appears that the resultant couple must vanish, so that the disc will shew no tendency to rotate. This can easily be verified.

## Circular Current.

489. Let us find the potential due to a current of strength $i$ flowing in a circle of radius $a$. The equivalent magnetic shell may be supposed to be a hemisphere of radius $a$ bounded by this circle.

The potential at any point on the axis of the circle can readily be found. For at a point on the axis distant $r$ from the centre of the circle, the solid angle $\omega$ subtended by the circle is given by

$$
\omega=2 \pi(1-\cos a)=2 \pi\left(1-\frac{r}{\sqrt{a^{2}+r^{2}}}\right),
$$

so that the potential at this point is

$$
\Omega=2 \pi i\left(1-\frac{r}{\sqrt{a^{2}+r^{2}}}\right) .
$$

This expression can be expanded in powers of $r$ by the binomial theorem. We obtain the fullowing
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if $r<a$.

$$
\Omega=2 \pi i\left\{1-\frac{r}{a}+\frac{1}{2} \frac{r^{3}}{a^{3}}-\ldots+(-1)^{n+1} \frac{1.3 \ldots 2 n-1}{2.4 \ldots 2 n}\left(\frac{r}{a}\right)^{2 n+1}+\ldots\right\} \ldots(412),
$$

if $r>a$,

$$
\begin{equation*}
\Omega=2 \pi i\left\{\frac{1}{2} \frac{a^{2}}{r^{2}}-\ldots+(-1)^{n+1} \frac{1.3 \ldots 2 n-1}{2.4 \ldots 2 n}\left(\frac{a}{r}\right)^{2 n}+\ldots\right\} \tag{413}
\end{equation*}
$$

From this it is possible to deduce the potential at any point in space. Let us take spherical polar coordinates, taking the centre of the circle as origin, and the axis of the circle as the initial line $\theta=0$. Inside the sphere $r=a$, the potential is a solution of $\nabla^{2} \Omega=0$ which is symmetrical about the axis $\theta=0$, and remains finite at the origin. It is therefore capable of expansion in the form

$$
\Omega=\sum_{0}^{\infty} A_{n} r^{n} P_{n}(\cos \theta) .
$$

Along the axis we have $\theta=0$, so that this assumed value of $\Omega$ becomes

$$
\Omega=\sum_{0}^{\infty} A_{n} r^{n},
$$

and the coofficients may be determined by comparison with equation (412).

Thus we obtain for the potentials,

$$
\begin{aligned}
\Omega=2 \pi i\{1 & -\frac{r}{a} P_{1}(\cos \theta)+\frac{1}{2} \frac{r^{3}}{a^{3}} P_{\mathrm{s}}(\cos \theta)-\ldots \\
& \left.+(-1)^{n+1} \frac{1.3 \ldots 2 n-1}{2.4 \ldots 2 n}\left(\frac{r}{a}\right)^{2 n+1} P_{2 n+1}(\cos \theta)+\ldots\right\} \ldots(414),
\end{aligned}
$$

when $r<a$, and

$$
\begin{aligned}
& \Omega=2 \pi i\left\{\frac{1}{2} \frac{a^{2}}{r^{2}} P_{1}(\cos \theta)-\frac{3}{8} \frac{a^{4}}{r^{4}} P_{3}(\cos \theta)-\ldots\right. \\
&\left.\quad+(-1)^{n+1} \frac{1.3 \ldots 2 n-1}{2.4 \ldots 2 n}\left(\frac{a}{r}\right)^{2 n} P_{2 n}(\cos \theta)+\ldots\right\} \ldots(415),
\end{aligned}
$$

when $r>u$.
At points so near to the origin that $\frac{r^{3}}{a^{3}}$ may be neglected, the potential is

$$
\Omega=2 \pi i\left(1-\frac{r}{a} \cos \theta\right)=2 \pi i\left(1-\frac{z}{a}\right),
$$

where $z=r \cos \theta$, and the magnetic force is a uniform force $-\frac{\partial \Omega}{\partial z}=\frac{2 \pi i}{a}$ parallel to the axis.

## Solenoids.

490 A cylinder, wound uniformly with wire through which a current can be sent, is called a "solenoid."

Consider first a circular cylinder of radius $a$ and height $h$, having a wire coiled round it at the uniform rate of $n$ turns per unit length, the wire carrying a current $i$. Let $z$ be a coordinate measuring the distance of any cross-section from the base of the solenoid. Then the small layer between $z$ and $z+d z$, being of thickness $d z$, will contain $n d z$ turns of wire. The currents flowing in all these turns may be re-


Fia. 127. garded as a single current nidz flowing in a circle, this circle being of radius $a$ and at distance $z$ from the base of the solenoid. The magnetic potential of this current may be written down from the formula of the last section, and the potential of the whole solenoid follows by integration.
491. Endless Solenoid. In the limiting case in which the solenoid is of infinite length (or in which the ends are so far away that the solenoid may be treated as though it were of infinite length), the field can be determined in a simpler manner.

Consider first the field outside the solenoid. In taking a unit pole round any path outside the solenoid which completely surrounds the solenoid, the work done is, by $\S 485,4 \pi i$. The current flowing per unit length of the
solenoid is $\boldsymbol{n i}$. In general we are concerned with cases in which this is finite $n$ being very large and $i$ being very small. The quantity $4 \pi i$ may accordingly be neglected, and we can suppose that the work done in taking unit pole round the solenoid is zero.

It follows that the force outside the solenoid can have no component at right angles to planes through the axis, and clearly, by a similar argument, the same must be true inside the solenoid. Hence the lines of induction must lie entirely in the planes through the axis of the solenoid. From symmetry, there is no reason why the lines of induction at any point should converge towards, rather than diverge from, the axis, or vice versa. Hence the lines of induction will be parallel to the axis, and the force at every point will be entirely parallel to the axis.

Let the lines $P Q R, P^{\prime} Q^{\prime} R^{\prime}$ in fig. 128 be radii meeting the axis, the lines $P P^{\prime}, Q Q^{\prime}, R R^{\prime}$ being parallel to the axis and each of length $\epsilon$. Let the
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In taking unit pole round the closed path $P P^{\prime} Q^{\prime} Q P$ the work done is

$$
F_{1} \epsilon-F_{2} \epsilon,
$$

and since this must vanish, we must have $\boldsymbol{F}_{1}=\boldsymbol{F}_{3}$. Hence the force at all points outside the solenoid must be the same; it must be the same as the force at infinity and must consequently vanish. Thus there is no force at all outside the solenoid.

In taking unit pole round the closed path $P P^{\prime} R^{\prime} R P$, the work done is $\boldsymbol{F}_{3} \boldsymbol{\epsilon}$, and this must be equal to $4 \pi n i \epsilon$, so that we must have $\boldsymbol{F}_{3} \epsilon=4 \pi n i$. Thus the force at any point inside the solenoid is a force $4 \pi n i$ parallel to the axis.

Thus the ficld of force arising from an infinite solenoid consists of a uniform field of strength $4 \pi n i$ inside the solenoid, there being no field at all outside. The construction of a solenoid accordingly supplies a simple way of obtaining a uniform magnetic field of any required strength.

## Galvanometers.

492. A galvanometer is an instrument for measuring the strength of an electric current, the method of measurement usually being to observe the strength of the magnetic field produced by the current by noting its action on a small movable magnet.

There are naturally various classes and types of galvanometers designed to fulfil various special purposes.

## The Tangent Galvanometer.

493. In the tangent galvanometer the current flows in a vertical circular coil, at the centre of which a small magnetic needle is pivoted so as to be free to turn in a horizontal plane.

Before use, the instrument is placed so that the plane of the coil contains the lines of magnetic force of the earth's field. The needle accordingly rests in the plane of the coil. When the current is allowed to flow in the coil a new field is originated, the lines of force being at right angles to the plane of the coil and the needle will now place itself so as to be in equilibrium under the field produced by the superposition of the two fields-the earth's field and the field produced by the current.

As the needle can only move in a horizontal plane, we need consider only the horizontal components of the two fields. Let $H$, as usual, denote the horizontal component of the earth's field. Let $i$ be the current flowing in the coil, measured in electromagnetic units, let $a$ be the radius and let $n$ be the number of turns of wire. Near the centre of the coil the field produced by the current is, by $\S 489$, a uniform field at right angles to the plane of the coil, of intensity $\frac{2 \pi i n}{a}$. The total horizontal field is therefore compounded of a field of strength $H$ in the plane of the coil, and a field of strength $\frac{2 \pi i n}{a}$ at right angles to it.

The resultant will make an angle $\theta$ with the plane


Fig. 129. of the coil, where

$$
\begin{equation*}
\tan \theta=\frac{\left(\frac{2 \pi i n}{a}\right)}{H} \tag{416}
\end{equation*}
$$

and the needle will set itself along the lines of force of the field. Thus the needle will, when in equilibrium, make an angle $\theta$ with the plane of the coil, where $\theta$ is given by equation (416). If we observe $\theta$ we can determine $i$ from equation (416). We have

$$
i=\frac{H}{G} \tan \theta
$$

where $G$ is a constant, known as the galvanometer constant, its value being $\frac{2 \pi n}{a}$.

The instrument is called the tangent galvanometer from the circumstance that the current is proportional to the tangent of the angle $\theta$.

The tangent galvanometer has the advantage that all currents, no matter how small or how great, can be measured without altering the adjustment of the instrument. A disadvantage is that the readings are not very sensitive when the currents to be measured are large-only a very small change in the reading is produced by a considerable change in the current. Let the current be increased by an amount di, and let the corresponding change in $\theta$ be $d \theta$, then from equation (417),

$$
d \theta=d \tan ^{-1}\left(\frac{i G}{I I}\right)=\frac{G I}{H^{2}+i^{i} G^{i} G^{i}} d i,
$$

so that if $i$ is large, $\frac{d \theta}{d \bar{i}}$ is small. Thus, although the instrument may be used for the measurement of large currents, the measurements cannot be effected with much accuracy.

A second defect of the instrument is caused by the circumstance that the field produced by the current is not absolutely uniform near the centre of the coil. If $a$ is the radius of the coil, and $b$ the distance of either pole of the magnet from its centre, the poles will be in a part of the field in which the intensity differs from that at the centre of the coil by terms of the order of $\frac{b^{3}}{a^{3}}$. For instance, if the magnet is one inch long, while the coil has a diameter of 10 inches, the intensity of the field will be different from that assumed, by terms of the order of $\left(\frac{1}{10}\right)^{3}$, so that the reading will be subject to an error of about one part in a thousand.

By replacing the single coil of the tangent galvanometer by two or more parallel coils, it is possible to make the field in the region in which the magnet moves, as uniform as we please. It is therefore possible, although at the expense of great complication, to make a tangent galvanometer which shall read to any required degree of accuracy

## I'he Sine Galvanometer.

494. The sine galvanometer differs from the tangent galvanometer in having its coil adjusted so that it can be turned about a vertical axis. Before the current is sent through the coil, the instrument is turned until the needle is at rest in the plane of the coil. The coil is then in the direction of the earth's field at the point.

As soon as a current is sent through the coil, the needle is deflected, as in the tangent galvanometer. The coil is now slowly turned in the direction in which the needle has moved, until it overtakes the needle, and as soon as the needle is again at rest in the plane of the coil, a reading is taken, giving the angle through which the coil has been turned. Let $\theta$ be this angle, then the earth's field may be resolved into components, $\boldsymbol{H} \cos \theta$ in
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the plane of the coil and $H \sin \theta$ at right angles to this plane. Since the needle rests in the plane of the coil, the latter component must be just neutralized by the field set up by the current, this being, as we have seen, entirely at right angles to the plane of the coil. We accordingly have

$$
H \sin \theta=\frac{2 \pi i n}{a}
$$

so that we must have

$$
\begin{equation*}
i=\frac{\Pi}{G^{-}} \sin \theta . \tag{418}
\end{equation*}
$$

where $G$, the galvanometer constant, has the same meaning as before.
This instrument has the disadvantage that it cannot be used to measure currents greater than $\frac{H}{\vec{G}}$. It is, however, scnsitive over the whole range through which it can be used: if $d \theta$ is the increase in $\theta$ caused by a change $d i$ in $i$, we have

$$
d \theta=\frac{G}{H} \sec \theta d i,
$$

so that the greater the current the more sensitive the instrument.
The great advantage of this form of galvanometer, however, is that when the reading is taken the magnet is always in the same position relative to the field set up by the current in the coil. Thus the deviations from uniformity of intensity at the centre of the field do not produce any error in the readings obtained: they result only in the galvanometer constant having a value different from that which it has so far been supposed to have. But when once the right value has been assigned to the constant $G$, equation (418) will be true absolutely, no matter how large the movable needle may be in comparison with the coil.

## Other galvanometers.

495. There are various other types of galvanometers in use to serve various purposes other than the exact measurement of a current. For full descriptions of these the reader may be referred to books treating the theory of electricity and magnetism from the more experimental side. The following may be briefly mentioned here.
I. The D'Arsonval Galvanometer. This instrument is typical of a class of galvanometer in which there is no moving needle, the moving part being the coil itself, which is free to turn in a strong magnetic field. The coil is suspended by a torsion fibre between the poles of a powerful horseshoe magnet. When a current is sent through the coil, the coil itself produces the same field as a magnetic shell, and so tends to set itself across the
lines of force of the permanent magnet, this motion being resisted by no forces except the torsion of the fibre.
II. The Mirror Galvanometer. This is a galvanometer originally designed by Lord Kelvin for the measurement of the small currents used in the transmission of signals by submarine cables. The design is, in its main outlines, identical with that of the tangent galvanometer, but, to make the instrument as sensitive as possible, the coil is made of a great number of turns of fine wire, wound as closely as possible round the space in which the needle moves, and the needle is suspended as delicately as possible by a fine torsion-thread. To make the instrument still more sensitive, permanent magnets can be arranged so as to neutralize part of the intensity of the earth's field. The instrument is read by observing the motion of a ray of light reflected from a small mirror which moves with the needle: it is from this that the instrument takes its name. In the most sensitive form of this instrument a visible motion of the spot of light can be produced by a current of $10^{-16}$ ampères.
III. The Ballistic Galvanometer. This instrument does not measure the current passing at a given instant, but the total How of electricity which passes during an infinitesimal interval. If the needle is at rest in the plane of the coil, a current sent through the coil will establish a magnctic field tending to turn the needle out of this plane. So long as the needle is approximately in the plane of the coil, the couple acting on the needle will be proportional to the current in the coil: let it be denoted by $c i$, where $i$ is the current.

Then if $\omega$ is the angular velocity of the needle at any instant, we shall have an equation of the form

$$
m k^{2} \frac{d \omega}{d t}=c i,
$$

where $m h^{2}$ is the moment of inertia of the needle. Integrating through the small interval of time during which the current may be supposed to flow, we obtain

$$
m k^{2} \Omega=c \int i d t .
$$

Here $\Omega$ is the angular velocity with which the needle starts into motion, and $\int i d t$ is the total current which passes through the coil. Thus the total flow $\int$ idt can be obtained by measuring $\Omega$, and this again can be obtained by observing the angle through which the needle swings before coming to rest at the end of its oscillation.

## Vector-potential of a Field due to Currents.

496. From the formulae obtained in $\S 446$ for the vector-potential of a uniform magnetic shell, we can at once write down expressions for the vectorpotential of a field due to currents.

For, by § 483, the field due to any system of currents may be regarded as the field due to a number of shells of uniform strength, so that the vectorpotential at any point will be the sum of the vector-potentials due to these different shells. Hence if $\phi, \phi^{\prime}, \ldots$ are the strengths of the various shells, the vector-potential at any point $P$ has components (cf. §446)

$$
F=\Sigma \int \frac{\phi}{r} \frac{d x^{\prime}}{d s^{\prime}} d s^{\prime}, \text { etc., }
$$

where the summation is over all the shells, and $d x^{\prime}, d s^{\prime}$ refer to an element of the edge of a shell of strength $\phi$, this element being at a distance $r$ from the point $P$.

The equations just found may clearly be replaced by

$$
\left.\begin{array}{l}
F=\int \frac{i}{r} \frac{d x}{d s} d s  \tag{419}\\
G=\int \frac{i}{r} \frac{d y}{d s} d s \\
H=\int \frac{i}{r} \frac{d z}{d s} d s
\end{array}\right\}
$$

where $d s$ is now an element of any wire or linear conductor in which a current of strength $i$ is flowing, and the integration is now along all the conductors in the field.

By the use of equations (376), we may at once obtain the components of magnetic force or induction at any point $x^{\prime}, y^{\prime}, z^{\prime}$ in the forms

$$
\begin{align*}
a & =\frac{\partial H}{\partial y^{\prime}}-\frac{\partial G}{\partial z^{\prime}} \\
& =\int i\left\{\frac{\partial}{\partial y^{\prime}}\left(\frac{1}{r}\right) \frac{d z}{d s}-\frac{\partial}{\partial z^{\prime}}\left(\frac{1}{r}\right) \frac{d y}{d s}\right\} d s, \text { etc. }
\end{align*}
$$

Mechanical Action in the Field.
Ampère's rule for the force from a circuit.
497. Let $O(x, y, z)$ be the position of any element $d s$ of a circuit, and let $P$ be any point ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) in free space.

From equations (420) it follows that the magnetic force at $P$ may be regarded as made up of contributions from each element of the circuit such that the contribution from the element $d s$ at $O$ has components

$$
i\left\{\frac{\partial}{\partial y^{\prime}}\left(\frac{1}{r}\right) \frac{d z}{d s}-\frac{\partial}{\partial z^{\prime}}\left(\frac{1}{r}\right) \frac{d y}{d s}\right\} d s, \text { etc., etc. }
$$

On putting $r^{2}=\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}$, and differentiating, these components become

$$
\frac{i d s}{r^{2}}\left\{\begin{array}{c}
y-y^{\prime} \\
r
\end{array} \frac{d z}{d s}-\frac{z-z^{\prime}}{r} \frac{d y}{d s}\right\}, \frac{i d s}{r^{s}}\left\{\begin{array}{c}
z-z^{\prime} \\
r
\end{array} \frac{d x}{d s}-\frac{x-x^{\prime}}{r} \frac{d z}{d s}\right\}, \text { etc. ...(421). }
$$

Let us denote $\frac{x-x^{\prime}}{r}, \frac{y-y^{\prime}}{r}, \frac{z-z^{\prime}}{r}$ by $l_{1}, m_{1}, n_{1}$, these being the directioncosines of the line $O P$, and let $\frac{d x}{d s}, \frac{d y}{d s}, \frac{d z}{d s}$ be denoted by $l_{2}, m_{2}, n_{2}$, these being the direction-cosines of $d s$. Then the components of force (421) become

$$
\begin{array}{r}
\frac{i c l s}{r^{24}}\left(m_{1} n_{2}-m_{2} n_{1}\right), \quad \frac{i d s}{r^{2}}\left(n_{1} l_{2}-n_{2} l_{1}\right), \\
\frac{i d s}{r^{2}}\left(l_{1} n_{2}-l_{2} m_{1}\right) \ldots(422) .
\end{array}
$$
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Clearly the resultant is a force at right angles both to $O P$ and to $d s$, and of amount

$$
\begin{equation*}
\frac{i d s \sin \theta}{r^{2}} \tag{423}
\end{equation*}
$$

wherc $\theta$ is the angle between $O P$ and $d s$.
Thus the total force at $P$ may be regarded as made up of contributions such as (423) from each element of the circuit. This is known as Ampère's liuv.

## Mechanical action on a circuit.

498. We are at present assuming the currents to be stendy, so that action and reaction may be supposed to be equal and opposite. It follows that the force exerted at a unit pole at $P$ upon the circuit of which the element $d s$ is part, may be regarded as made up of forces of amount

$$
\frac{i \sin \theta}{r^{2}}
$$

per unit length, acting at right angles to $O P$ and to $d s$. If we have poles of strength $m$ at $P, m^{\prime}$ at $P^{\prime}$, etc., the resultant force on the circuit may be regarded as made up of contributions

$$
\underset{r^{2}}{i m \sin \theta}, \frac{i m r^{\prime} \sin \theta^{\prime}}{r^{\prime 2}}, \ldots
$$

per unit length. The resultant of these forces may be put in the form

$$
i H \sin \chi
$$

where $H$ is the resultant magnetic intensity at $O$ of all the poles $m, m^{\prime}$, etc., and $\chi$ is the angle between the direction of this intensity and $d s$. This resultant force acts at right angles to the directions of $H$ and of $d s$.
499. We have found that the force from a whole circuit is the same as if each element $i d s$ contributed a force $i d s \sin \theta / r^{2}$, and the force on a whole circuit is the same as if each element were acted on by a force $i H \sin \chi$. But so long as we are dealing only with complete closed currents, it is impossible to discover what the actual force from or on a single element of the current will be. In a later chapter we shall regard a current as a stream of electrons in motion. The element $i d s$ will then be treated as a small number of moving electrons, and we shall be able to shew that the actual forces associated with the single element $i d s$ are exactly identical with those just found.

## Energy of a System of Circuits carrying Currents.

500. The energy of a magnetic field, as we have seen (§470), is

$$
\begin{equation*}
\frac{1}{8 \pi} \iiint \mu\left(\alpha^{2}+\beta^{2}+\gamma^{2}\right) d x d y d z \tag{424}
\end{equation*}
$$

If the energy resides in the medium, this expression may be regarded as the energy of the field, no matter how this field is produced. If the field is produced wholly by currents, expression (424) may be regarded as the energy of the system of currents. As we shall now sec, it can be transfurmed in a simple way, so as to express the energy of the ficld in terms of the currents by which the ficld is produced.

The integral through all space, as given by expression (424), may be regarded as the sum of the integrals taken over all the tubes of induction by which space is filled. The lines of induction, as we have seen, will be closed curves, so that the tubes are closed tubular spaces.

If $d s$ is an element of length, and $d S$ the cross-section at any point, of a tube of unit strength, we may replace $d x d y d z$ by $d S d s$, and instead of integrating with respect to $d S$ we may sum over all tubes. Thus expression (424) becomes

$$
\frac{1}{8 \pi} \Sigma \int\left\{\mu\left(a^{2}+\beta^{2}+\gamma^{2}\right) d S\right\} d s
$$

where the summation is over all unit tubes of induction. If $H^{2}=\alpha^{2}+\beta^{2}+\gamma^{2}$, we have, by the definition of a unit tube, $\mu H d S=1$, so that

$$
\mu\left(\alpha^{2}+\beta^{2}+\gamma^{2}\right) d S=\mu H^{2} d S=I I
$$

and the integral becomes

$$
\frac{1}{8 \pi} \Sigma \int H d s
$$

Now $\int H d s$ is the work performed on a unit pole in taking it once round the tube of induction, and this we know is equal to $4 \pi \Sigma^{\prime} i$, where $\Sigma^{\prime} i$ is the sum of all the currents threaded by the tube, taken each with its proper sign. Thus the energy becomes $\frac{1}{2} \Sigma\left(\Sigma^{\prime} i\right)$.

This indicates that for every time that a unit tube threads a current $i$, a contribution $\frac{1}{2} i$ is added to the energy. Thus the whole energy is

$$
\begin{equation*}
\frac{1}{2} \sum i N . \tag{445}
\end{equation*}
$$

where the summation is over all the currents in the field, and $N$ is the number of unit tubes which thread the current $i$.
501. We have seen that a shell of strength $\phi$ is equivalent, as regards the field produced at all external points, to a current $i$, if $\phi=i$. The energy of a system of currents has however been found to be $\frac{1}{2} \Sigma i N$, whereas the energy of a system of shells was found (§450) to be

$$
\begin{equation*}
-\frac{1}{2} \Sigma \phi N \tag{426}
\end{equation*}
$$

The difference of sign can readily be accounted for. Let us consider a single shell of strength $\phi$, and let $d S$ be an element of area, and $d n$ an element of length inside the shell measured normally to the shell. At any point just outside the shell, let the three components of magnetic force be $\alpha, \beta, \gamma$, the first being a component normal to the shell, and the others being components in directions which lie in the shell. On passing to the inside of the shell, the normal induction is discontinuous owing to the permanent magnetism which must be supposed to reside on the surface of the shell. Thus inside the shell, we may suppose the components of force to be $S+\frac{\alpha}{\mu}, \beta, \gamma$, where $\mu$ is the permeability of the matter of which the shell is composed, and $S$ is the force originating from the permanent magnetism of the shell.

The contribution to the energy of the field which is made by the space inside the shell is

$$
\frac{1}{8 \pi} \iiint \mu\left\{\left(S+\frac{\alpha}{\mu}\right)^{2}+\beta^{2}+\gamma^{2}\right\} d x d y d z,
$$

where the integral is taken throughout the interior of the shell; or

$$
\frac{1}{8 \pi} \iiint \mu\left\{\left(S+\frac{a}{\mu}\right)^{2}+\beta^{2}+\gamma^{2}\right\} d n d S
$$

This can be regarded as the sum of three integrals,
$\left.\begin{array}{l}\text { (i) } \frac{1}{8 \pi} \iiint \mu S^{2} d n d S \\ \text { (ii) } \frac{1}{8 \pi} \iiint\left(\frac{a^{2}}{\mu}+\mu \beta^{2}+\mu \gamma^{2}\right) d n d S \\ \text { (iii) } \frac{1}{4 \pi} \iiint S a d n d S\end{array}\right\}$
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On reducing the thickness of the shell indefinitely, $S$ becomes infinite, for at any point of the shell,

$$
\begin{aligned}
\int S d n & =-(\text { difference of potential between the two forces of shell }) \\
& =-4 \pi \phi,
\end{aligned}
$$

so that $S$ becomes infinite when the thickness vanishes.
Thus on passing to the limit, the first integral

$$
\frac{1}{8 \pi} \iiint \mu S^{2} d u d S
$$

becomes infinite. This quantity is, however, a constant, for it represents the energy required to separate the shell into infinitesimal poles scattered at infinity.

The second integral vanishes on passing to the limit, and so need not be further considered.

The third integral can be simplified. We have

$$
\frac{1}{4 \pi} \iiint S \alpha d n d S=\frac{1}{4 \pi} \iint \alpha\left(\int S d n\right) d S
$$

Now $\int S d n=-4 \pi \phi$, while $\iint a d S$ is the integral of normal induction over the shell, and may therefore be replaced by $N$, the number of unit tubes of induction from the external field, which pass through the shell. Thus the third integral is seen to be equal to

$$
-\phi N
$$

In calculating expression (424) when the energy is that of a system of currents, the contribution from the space occupied by the equivalent magnetic shells is infinitesimal. Thus all the terms which we have discussed represent differences between the encrgies of shells and of circuits.

Terms such as the first integrals of scheme (427) represent merely that the energies are measured from different standard positions. In the case of the shells, we suppose the shells to have a permanent existence, and merely to be brought into position. The currents, on the other hand, have to be created, as well as placed in position. Beyond this difference, there is an outstanding difference of amount $\phi N$ for each circuit, and this exactly accounts for the difference between expressions (425) and (426).
502. Let us suppose that we have a system of circuits, which we shall denote by the numbers $1,2, \ldots$ Let us suppose that when a unit current flows through 1, all the other circuits being devoid of currents, a magnetic field is produced such that the numbers of tubes of induction which cross circuits $1,2,3, \ldots$ are

$$
L_{11}, L_{12}, L_{13}, \ldots
$$

Similarly, when a unit current flows through 2, let the numbers of tubes of induction be

$$
L_{21}, L_{27}, L_{23}, \ldots
$$

The theorem of § 446 shews at once that

$$
\begin{equation*}
L_{12}=L_{22}=\iint \frac{\cos \epsilon}{r} d s d s^{\prime}, \text { etc. } \tag{428}
\end{equation*}
$$

If currents $i_{1}, i_{2}, \ldots$ flow through the circuits simultaneously, and if the numbers of tubes of induction which cut the circuits are $N_{1}, N_{2}, N_{3}, \ldots$, we have

$$
\left.\begin{array}{l}
N_{1}=L_{11} i_{1}+L_{12} i_{2}+L_{18} i_{3}+\ldots  \tag{429}\\
N_{2}=L_{21} i_{1}+L_{22} i_{2}+L_{12} i_{3}+\ldots, \text { etc. } .
\end{array}\right\}
$$

The energy of the system of currents is

$$
\begin{align*}
E & =\frac{1}{2} \sum i N, \\
& =\frac{1}{2} \sum i_{1}\left(L_{11} i_{1}+L_{12} i_{2}+\ldots\right), \\
& =\frac{1}{2} L_{11} i_{1} i_{1}+L_{12} i_{1} i_{2}+\frac{1}{2} L_{22} i_{2}{ }^{2}+\ldots \tag{430}
\end{align*}
$$

## Coefricients of Induction.

503. The coefficient $L_{11}$ is commonly called the coefficient of self-induction (or, more briefly, the self-inductance) of circuit 1, while $L_{12}$ is called the coefficient of mutual induction of the two circuits 1 and 2 . The value of $L_{12}$ for any pair of circuits can be calculated from formula (428).

As an example, consider the important case of two circular wires, radii $a, a^{\prime}$ in parallel planes, the line joining their centres being perpendicular to the planes and of length $d, b$. Formula (428) gives

$$
\begin{aligned}
L_{12} & =\int_{0}^{2 \pi} \int_{0}^{2 \pi} \frac{a a^{\prime} \cos \left(\theta-\theta^{\prime}\right) d \theta d \theta^{\prime}}{\left[a^{2}+a^{\alpha^{2}}+b^{2}-2 a a^{\prime} \cos \left(\theta-\theta^{\prime}\right)\right]^{\frac{1}{2}}} \\
& =2 \pi \int_{0}^{2 \pi} \frac{a a^{\prime} \cos \psi d \psi}{\left[a^{2}+a^{2}+b^{2}-2 a a^{\prime} \cos \psi\right]^{\frac{1}{2}}} \\
& c^{2}=\frac{4 a a^{\prime}}{\left(a+a^{\prime}\right)^{2}+b^{2}}, \quad \phi=\frac{1}{2}(\pi-\psi)
\end{aligned}
$$

and we readily find

$$
\begin{aligned}
L_{12} & =4 \pi\left(a a^{\prime}\right)^{\frac{1}{c}} c \int_{0}^{\frac{3 \pi}{}} \frac{2 \sin ^{2} \phi-1}{\left(1-c^{2} \sin ^{2} \phi\right)^{\frac{1}{3}}} d \phi \\
& =4 \pi\left(a a^{\prime}\right)^{\frac{1}{2}}\left[\left(\frac{2}{c}-c\right) K(c)-\frac{2}{c} E(c)\right],
\end{aligned}
$$

where $K(c), E(c)$ are the complete elliptic functions to modulus $c$.
When the circles nearly coincide, $b$ is small and $a$ and $a^{\prime}$ are nearly equal. Thus $c$ is nearly equal to unity, and $E(c)$ approximates to unity. Put

$$
c^{\prime}=\left(1-c^{2}\right)^{\frac{1}{2}},
$$

## 444 The Magnetic Field produced by Electric Currents [он. xıII

so that $c^{\prime}$ is small, then

$$
K(c)=\int_{0}^{\frac{t \pi}{} \pi} \frac{d \phi}{\left(1-c^{2} \sin ^{2} \phi\right)^{\frac{1}{2}}}=\int_{0}^{\frac{1 \pi}{} \pi} \frac{d \phi}{\left(\cos ^{2} \phi+c^{2} \sin ^{2} \phi\right)^{\frac{1}{2}}},
$$

of which the approximate value is found to be $\log \left(4 / c^{\prime}\right)$.
If $r$ is the nearest distance apart of the two circles, we have, when $r$ is small, $c^{\prime}=r / 2 a$, so that
and

$$
\begin{gather*}
K(c)=\log (8 a / r) \\
L_{12}=4 \pi a\left(\log \frac{8 a}{r}-2\right)
\end{gather*}
$$

504. It might be expected that we could obtain the value of $L_{11}$ in any problem by making the two circuits 1 and 2 coincide, but this proves not to be the case; the value of the integral in equation (428), where the integral is taken twice round the same circuit, is always infinite. As an instance, we may notice that on putting $r=0$ in the formula just obtained, we find $L_{12}=\infty$.

We can readily see why this inust be. When there is only one current flowing, we have

$$
\frac{1}{2} L_{11} i_{1}^{2}=\frac{\mu}{\delta \pi} \iiint\left(\alpha^{2}+\beta^{2}+\gamma^{2}\right) d x d y d z
$$

each side of this equation representing the energy of the current. Near to the wire, at a small distance $r$ from it, the magnetic force is $2 i / r$ so that $a^{2}+\beta^{2}+\gamma^{2}=4 i^{2} / r^{2}$. Thus the energy contained within a thin ring formed of coaxal cylinders of radii $r_{1}, r_{2}$, bent so as to follow the wire conveying the current, will be

$$
\frac{\mu}{8 \pi} \iiint \frac{4 i^{2}}{r^{2}} r d r d \theta d s
$$

where the integration with respect to $r$ is from $r_{1}$ to $r_{2}$, that with respect to $\theta$ is from 0 to $2 \pi$, and that with respect to $s$ is along the wire. Integrating, we find energy

$$
\mu i^{2} \log \left(r_{2} / r_{1}\right)
$$

per unit length, and on taking $r_{1}=0$, the energy is seen to be infinite.
Suppose that the wire has a circular cross-section of radius $a$, and that the current is uniformly distributed over this cross-section. A circle of radius $r$ inside the wire will enclose a current $i r^{2} / a^{2}$, so that the magnetic force at distance $r$ from the centre will be $2 i r / a^{2}$, and

$$
a^{2}+\beta^{2}+\gamma^{2}=\frac{4 i^{2} \gamma^{2}}{a^{4}}
$$

On integrating this from $r=0$ to $r=a$ we find that there is magnetic energy inside the wire of amount $\frac{1}{4} \mu^{\prime} i^{2}$ per unit length, where $\mu^{\prime}$ is the magnetic permeability of the material of the wire. Hence the total energy per unit length inside a cylinder of radius $r_{2}$ enclosing the wire is

$$
\begin{equation*}
\frac{1}{4} \mu^{\prime} i^{2}+\mu i^{2} \log \left(r_{2} / \alpha\right) \tag{430b}
\end{equation*}
$$

Even when $a$ is finite this still becomes infinite when $r_{2}$ is made infinitei.e. when the magnetic field extends to infinity. Thus the self-induction per unit length of a straight wire in free space is infinite except when the magnetic field is limited by the presence of other conductors.

Suppose that the return current is carried by a concentric cylinder of radius $b$ surrounding the wire. The total flow of current through a circle of radius greater than $b$ is zero, so that there will be no magnetic force outside the cylindrical conductor, and the magnetic field will be limited by the cylinder $r=b$. The energy per unit length is now given by formula (430b) with $r_{3}$ put equal to $b$, so that the coefficient of self-induction per unit length is

$$
\begin{equation*}
L=\frac{1}{2} \mu^{\prime}+2 \mu \log (b / a) \tag{430c}
\end{equation*}
$$

and this is finite for all finite values of $b$ and $a$.
505. The energy of the magnetic field produced by a current $i$ in a wire will always be the sum of the energies of the magnetic field in the wire and of the magnetic field outside the wire. If the current is uniformly distributed in the wire, the former energy will always be $\frac{d}{} \mu^{\prime} i^{2}$ as in $§ 504$. Thus $L$, the self-induction of a wire of length $l$, will always be of the form

$$
\begin{equation*}
L=\frac{1}{2} \mu^{\prime} l+L^{\prime} \tag{430d}
\end{equation*}
$$

where the term $\frac{1}{2} \mu^{\prime} l$ arises from the field inside the wire, and $L^{\prime}$ arises from the field outside the wire.

When the circuit lies entirely in one plane and the radius of cross-section of the wire is small a simple value can be obtained for $L^{\prime}$. Let $S$ denote the curve formed by the centres of the cross-sections of the wire, and let $S^{\prime}$ denote the curve formed by the inner edge of the wire in the plane in which the circuit lies. Then it will be easily verified that the magnetic force at any point inside $S^{\prime}$ is the same as if the whole current $i$ flowed along the curve $S$. Hence the number of tubes of induction which flow through $S^{\prime}$ when the current flows in the wire is the same as if a current $i$ flowed in $S$, and so is equal to $i$ times $L_{12}^{\prime}$ where $L_{12}^{\prime}$ is the coefficient of mutual induction between $S$ and $S^{\prime}$. Thus in formula (430d), $L^{\prime}$ will be the coefficient of mutual induction between the circuits $S$ and $S^{\prime}$.

As an example, let us find the coefficient of self-induction in a wire of length $2 \pi a$ whose cross-section is a circle of radius $r$, bent into a circle of radius $a$. The curve $S$ is a circle of radius $a$, the curve $S^{\prime}$ is a concentric circle of radius $a-r$. By formula ( $430 a$ ),

$$
L^{\prime}=4 \pi a\left(\log \frac{8 a}{r}-2\right)
$$

so that

$$
L=\pi a \mu^{\prime}+4 \pi a\left(\log \frac{8 a}{r}-2\right) .
$$

As a second example, let us find the coefficient of self-induction of a rectangular circuit of sides $a, b$ made of wire of circular cross-section of radius $r$. In this case the circuit $S$ will be a rectangle of sides $a, b$, while the circuit $S^{\prime}$ is a coplanar concentric rectangle of sides $a-r, b-r$. We evaluate $L^{\prime}$ the coefficient of mutual induction of $S$ and $S^{\prime}$ from formula (428). There is no contribution from pairs of elements on sides perpendicular to one another, since for these $\cos \epsilon=0$; the whole value of $L^{\prime}$ is contributed by parallel pairs of elements.

For two parallel lines of lengths $l, l^{\prime}$ at distance $h$ apart, we find

$$
\begin{aligned}
& \int \frac{d s d s^{\prime}}{\boldsymbol{r}}=\int_{-\frac{3 l}{} l}^{4 l} \int_{-\frac{1}{2}}^{4 l^{\prime}} \frac{d x\left(x^{\prime}\right.}{\left[\left(x^{\prime}-x\right)^{2}+l^{2}\right]^{\frac{1}{2}}} \\
& =\int_{-\frac{y}{2} l}^{\frac{j l}{l l}}\left|\sinh ^{-1} \frac{x^{\prime}-x}{h}\right|_{x^{\prime}=-\frac{1}{2} l^{\prime}}^{t=\frac{1}{l} l^{\prime}} d x \\
& =\left(l+l^{\prime}\right) \sinh ^{-1} \frac{l+l^{\prime}}{2 l}-\left(l-l^{\prime}\right) \sinh ^{-1} \frac{l-l^{\prime}}{2 h}-\left[4 h^{2}+\left(l+l^{\prime}\right)^{2}\right]^{\frac{1}{3}} \\
& +\left[4 l^{2}+\left(l-l^{\prime}\right)^{n}\right]^{\frac{1}{2}} .
\end{aligned}
$$

On making $l-l^{\prime}$ small, and replacing sinh ${ }^{-1}$ by its logarithmic value, this becomes

$$
2 l \log \frac{l+\left(l^{2}+l^{2}\right)^{\frac{1}{2}}}{l^{2}}-2\left(l^{2}+h^{2}\right)^{\frac{1}{2}}+2 h .
$$

By repeated use of this formula we find

$$
\begin{aligned}
L^{\prime}=-8(a+b)+8\left(a^{2}+b^{2}\right)^{\frac{1}{4}} & -4 a \log \left[a+\left(a^{2}+b^{2}\right)^{\frac{1}{2}}\right] \\
& -4 b \log \left[b+\left(a^{2}+b^{2}\right)^{\frac{1}{2}}\right]+4(a+b) \log \frac{2 a b}{r}
\end{aligned}
$$

and the coefficient of self-induction is now given by

$$
L=(a+b) \mu^{\prime}+L^{\prime}
$$

505 A. Formula (430c), expressing the self-induction per unit length of a circular wire with a concentric return, can be put in the form $L=\frac{1}{2} \mu^{\prime}+L^{\prime}$, where

$$
L^{\prime}=2 \mu \log (b / a)
$$

If $K$ is the electrostatic capacity per unit length of the condenser formed by the wire and its surrounding cylinder, we have, from $\S 82$,

$$
K=\frac{\kappa}{2 \log (b / a)},
$$

where $\kappa$ is the inductive capacity of the insulating material surrounding the wire. Thus

$$
\begin{equation*}
L^{\prime}=\frac{\kappa \mu}{K} \tag{430e}
\end{equation*}
$$

It is not a mere accident that this simple relation holds. Suppose we solve the electrostatic problem by the method of conjugate functions (§312).

The appropriate transformation is readily found to be (cf. § 318)

$$
U+i V=\text { Cons. }+2 \log r+2 i \theta
$$

where $x=r \cos \theta, y=r \sin \theta$. In this transformation $U$ may be taken to be the electrostatic potential due to unit charge per unit length, and $V$ will clearly be the magnetic potential due to unit current. It follows at once that the value of $X^{2}+Y^{2}$ at any point when there is unit charge per unit length is the same as the value of $\alpha^{2}+\beta^{2}$ at the same point when there is unit current flowing, and relation ( $430 e$ ) is at once seen to be true.

The argument can be applied cqually well to any conjugate-function transformation whatever. Thus relation ( $430 a$ ) is seen to be universally true for any straight conductor accompanied by a parallel return.

## EXAMPLES.

1. A current $\boldsymbol{i}$ flows in a very long straight wire. Find the forces and couples it exerts upon a small magnet.

Shew that if the centre of the small magnet is fixed at a distance $c$ from the wire, it has two free small oscillations about its position of equilibrium, of equal period

$$
2 \pi / \sqrt{\frac{2 \mu i}{2 \mu i k^{2} c}}
$$

where $M k^{9}$ is the moment of inertia, and $\mu$ the magnetic moment, of the magnet.
2. Two parallel straight infinite wires convey equal currents of strength $i$ in opposite directions, their distance apart being $2 a$. A magnetic particle of strength $\mu$ and moment of inertia $m k^{2}$ is free to turn about a pivot at its centre, distant $c$ from each of the wires. Shew that the time of a small oscillation is that of a pendulum of length $l$ given by

$$
4 i a l_{\mu}=m g k^{2} c^{2} .
$$

3. Two equal magnetic poles are observed to repel each other with a force of 40 dynes when at a decimetre apart. A current is then sent through 100 metres of thin wire wound into a circular ring eight decimetres in diameter and the force on one of the poles placed at the centre is 25 dynes. Find the strength of the current in amperes.
4. Regarding the earth as a uniformly and rigidly magnetised sphere of radius $a$, and denoting the intensity of the magnetic field on the equator by $H$, shew that a wire surrounding the earth along the parallel of south latitude $\lambda$, and carrying a current $i$ from west to east, would experience a resultant force towards the south pole of the heavens of amount

$$
6 \pi a i H \sin \lambda \cos ^{2} \lambda .
$$

5. Shew that at any point along a line of force, the vector potential due to a current in a circle is inversely proportional to the distance between the centre of the circle and the foot of the perpendicular from the point on to the plane of the circle. Hence trace the lines of constant vector potential.
6. A current $i$ flows in a circuit in the shape of an ellipse of area $A$ and length $l$. Shew that the force at the centre is $\pi i l / A$.
7. A current $\boldsymbol{i}$ flows round a circle of radius $a$, and a current $i^{\prime}$ flows in a vory long straight wire in the same plane. Shew that the mutual attraction is $4 \pi i i^{\prime}(\sec a-1)$, where $2 a$ is the angle subtended by the circle at the nearest point of the straight wire.
8. If, in the last question, the circle is placed perpendicular to the straight wire with its centre at distance $c$ from it, shew that there is a couple tending to set the two wires in the same plane, of moment $2 \pi i i^{\prime} a^{2} / c$ or $2 \pi i i^{\prime} c$, according as $c>$ or $<a$.
9. A long straight current intersects at right angles a diameter of a circular current, and the plane of the circle makes an acute angle $a$ with the plane through this diameter and the straight current. Shew that the coefficient of mutual induction is

$$
4 \pi\left\{c \sec a-\left(c^{2} \sec ^{2} a-a^{2}\right)^{\frac{1}{4}}\right\} \text { or } 4 \pi c \tan \left(\frac{\pi}{4}-\frac{a}{2}\right),
$$

according as the straight current passes within or without the circle, $a$ being the radius of the circle, and $c$ the distance of the straight current from its centre.
10. Prove that the coefficient of mutual induction between a pair of infinitely long straight wires and a circular one of radius $a$ in the same plane and with its centre at a distance $b(>a)$ from each of the straight wires, is

$$
8 \pi\left(b-\sqrt{b^{2}}-\overline{a^{2}}\right)
$$

11. A circuit contains a straight wire of length $2 a$ conveying a current. A second straight wire, infinite in both directions, makes an angle a with the first, and their common perpendicular is of length $c$ and meets the first wire in its middle point. Prove that the additional electromagnetic forces on the first straight wire, due to the presence of a current in the second wire, constitute a wrench of pitch

$$
2\left(a \sin a-c \tan ^{-1} \frac{a \sin a}{c}\right) / \sin 2 a \tan ^{-1} \frac{a \sin a}{c}
$$

12. Two circular wires of radii $a, b$ have a common centre, and are free to turn on an insulating axis which is a diameter of both. Shew that when the wires carry currents $i, i^{\prime}$, a couple of magnitude

$$
\frac{2 \pi^{2} b^{2}}{a}\left(1-1_{1 \sigma}^{n} \frac{b^{2}}{a^{2}}\right) i i^{\prime}
$$

is required to hold them with their planes at right angles, it being assumed that $b / a$ is so small that its fifth power may be neglected.
13. Two circular circuits are in planes at right angles to the line joining their centres. Shew that the coefficient of induction

$$
=2 \pi\left(a^{2}-c^{2}\right) \int_{0}^{\frac{\pi}{2}} \frac{\cos 2 \theta d \theta}{\sqrt{a^{2} \sin ^{2} \bar{\theta}+c^{2} \cos ^{2} \theta}},
$$

where $a, c$ are the longest and shortest lines which can be drawn from one circuit to the other. Find the force between the circuits.
14. Two currents $i, i^{\prime}$ flow round two squares each of side $a$, placed with their edges parallel to one another and at right angles to the distance $c$ between their centres. Shew that they attract with a furce

$$
8 i i^{\prime}\left\{\frac{c \sqrt{2 a^{2}+c^{2}}}{a^{2}+c^{2}}+1-\begin{array}{c}
a^{2}+2 c^{2} \\
c \sqrt{a^{2}+c^{2}}
\end{array}\right\}
$$

15. A current $i$ flows in a rectangular circuit whose sides are of lengths $2 a, 2 b$, and the circuit is free to rotate about an axis through its centre parallel to the sides of length 2a. Another current $i^{\prime}$ flows in a long streight wire parallel to the axis and at a distance
$d$ from it. Prove that the couple required to keep the plane of the rectangle inclined at an angle $\phi$ to the plane through its centre and the straight current is

$$
\frac{8 i i^{\prime} a b d\left(b^{2}+d^{2}\right) \sin \phi}{b^{4}+d^{4}-2 b^{2} d^{2} \cos 2 \phi} .
$$

16. Two circular wires lie with their planes parallel on the same sphere, and carry opposite currents inversely proportional to the areas of the circuits. A small magnet has its centre fixed at the centre of the sphere, and moves freely about it. Shew that it will be in equilibrium when its axis either is at right angles to the planes of the circuits, or makes an angle $\tan ^{-1} \frac{1}{2}$ with them.
17. An infinitely long straight wire conveys a current and lies in front of and parallel to an infinite block of soft iron bounded by a plane faco. Find the magnetic potential at all points, and the force which tends to displace the wire.
18. A small sphere of radius $b$ is placed in the neighbourhood of a circuit, which when carrying a current of unit strength would produce magnetic force $H$ at the point where the centre of the sphere is placed. Shew that, if $x$ is the coefficient of induced magnotization for the sphere, the presence of the sphere increases the coefficient of selfinduction of the wire by an amount approximately equal to

$$
\frac{8 \pi b^{3} \kappa(3+2 \pi \kappa) H^{2}}{(3+4 \pi \kappa)^{2}} .
$$

19. A circular wire of radius $a$ is concentric with a spherical shell of soft iron of radii $b$ and $c$ If a steady unit current flow round the wire, shew that the presence of the iron increases the number of lines of induction through the wire by

$$
\frac{2 \pi^{2} a^{4}\left(c^{3}-b^{3}\right)(\mu-1)(\mu+2)}{\overline{b^{3}}\left\{(2 \mu+1)(\mu+2)(\mu) c^{3}-2(\mu-1)^{2} b^{2}\right\}}
$$

approximately, where $a$ is small compared with $b$ and $c$.
20. A right circular cylindrical cavity is mado in an infinite mass of iron of permeability $\mu$. In this cavity a wire runs parallel to the axis of the cylinder carrying a steady current of strength $I$. Prove that the wire is attracted towards the nearest part of the surface of the cavity with a force per unit length equal to

$$
\frac{2(\mu-1) I^{2}}{(\mu+1) d}
$$

where $\alpha$ is the distance of tho wire from its electrostatic image in the cylinder.
21. A steady current $C$ flows along one wire and back along another one, inside a long oylindrical tube of soft iron of permeability $\mu$, whose internal and external radii are $a_{1}$ and $a_{2}$, the wires being parallel to the axis of the cylinder and at equal distance $a$ on opposite sides of it. Shew that the magnetic potential outside the tube will be
where

$$
\begin{gathered}
V=\frac{B_{1}}{r} \sin \theta+\frac{B_{3}}{r^{3}} \sin 3 \theta+\frac{B_{5}}{r^{5}} \sin 5 \theta+\ldots \\
B_{2 n+1}=\frac{16 \mu C a^{2 n+1}}{2 n+1} /\left\{(\mu+1)^{2}-\left(\frac{a_{1}}{a_{2}}\right)^{2 n}(\mu-1)^{2}\right\} .
\end{gathered}
$$

Hence shew that a tube of soft iron, of 150 cm . radius and 5 cm . thickness, for which the effective value of $\mu$ is 1200 c.a.s., will reduce the magnetic field at a distance, due to tho current, to less than one-twentieth of its natural strength.
22. A wire is wound in a spiral of angle $a$ on the surface of an insulating cylinder of radius $a$, so that it makes $n$ complete turns on the cylinder. A current $i$ flows through the wire. Prove that the resultant magnetic force at the centre of the cylinder is
along the axis.

$$
\frac{2 \pi i n}{a\left(1+\pi^{2} n^{2} \tan ^{2} a\right)^{\frac{1}{2}}}
$$

23. A current of strength $i$ flows along an infinitely long straight wire, and returns in a parallel wire. These wires are insulated and touch along generators the surface of an infinite uniform circular cylinder of material whose coofficient of induction is $k$. Prove that the cylinder becomes magnetized as a lamellar magnet whose strength is $2 \pi k i /(1+2 \pi k)$.
24. A fine wire covered with insulating material is wound in the form of a circular disc, the ends being at the centre and the circumference. A current is sent through the wire such that $I$ is the quantity of electricity that flows per unit time across unit length of any radius of the disc. Shew that the magnetic force at any point on the axis of the disc is

$$
2 \pi I\left\{\cosh ^{-1}(\sec a)-\sin a\right\}
$$

where $a$ is the angle subtended at the point by any radius of the disc.
25. Coils of wire in the form of circles of latitude are wound upon a sphere and produce a magnetic potential $A r^{n} P_{n}$ at internal points when a current is sent through them. Find the mode of winding and the potential at external points.
26. A tangent galvanometer is to have five turns of copper wire, and is to be made so that the tangent of the angle of deflection is to be equal to the number of amperes flowing in the coil. If the earth's horizontal force is 18 dynes, shew that the radius of the coil nust be about 17.45 cms .
27. A given current sent through a tangent galvanometer deflects the magnet through an angle $\theta$. The plane of the coil is slowly rotated round the vertical axis through the centre of the magnet. Prove that if $\theta>\frac{1}{4} \pi$, the magnet will describe complete revolutions, but if $\theta<\frac{d}{4} \pi$, the magnot will oscillate through an angle $\sin ^{-1}(\tan \theta)$ on each side of the meridian.
28. Prove that, if a slight error is made in reading the angle of deflection of a tangent galvanometer, the percentage error in the deduced value of the current is a minimun if the angle of deflection is $\frac{4}{4} \pi$.
29. The circumference of a sine galvanometer is 1 metre: the earth's horizontal magnetic force is $\cdot 18$ c.a.s. units. Shew that the greatest current which can be measured by the galvanometer is 4.56 ampères approximately.
30. The poles of a battery (of electromotive force 2.9 volts and internal resistance 4 ohms ) are joined to those of a tangent galvanometer whose coil has 20 turns of wire and is of mean radius 10 cms. : shew that the deflection of the galvanometer is approximately 45 . The horizontal intensity of the earth's magnetic force is 1.8 and the resistance of the galvanometer is 16 ohms.
31. A tangent galvanometer is incorrectly fixed, so that equal and opposite currents give angular readings $a$ and $\beta$ measured in the sarne sense. Show that the plane of the coil, supposed vertical, makes an angle e with its proper position such that

$$
2 \tan \epsilon=\tan a+\tan \beta .
$$

32. If there be an error $a$ in the determination of the magnetic meridian, find the true strength of a current which is $i$ as ascertained by means of a sine galvanometer.
33. In a tangent galvannmeter, the sensibility is measured by the ratio of the increment of deflection to the increment of current, estimated per unit current. Shew that the galvanometer will be most sensitive, when the deflection is $\frac{\pi}{4}$, and that in measuring the current given by a generator whose electromotive force is $E$, and internal resistance $R$, the galvanometer will be most sensitive if there be placed across the terminals a shunt of resistance

$$
\frac{\Pi R r}{E-\Pi(R+\tau)}
$$

where $r$ is the resistance of the galvanometer, and $H$ is the constant of the instrument.
What is the meaning of the result if the denominator vanishes or is negative?
34. A tangent galvanometer consists of two equal circles of radius $\mathbf{3} \mathrm{cms}$. placed on a common axis 8 cms. apart. A steady current sent in opposite directions through the two circles deflects a small needle placed on the axis midway between the two circles through an angle $a$. Shew that if the earth's horizontal magnetic force be $I I$ in c.g.s. units, then the strength of the current in c.c.s. units will be $125 H \tan a / 36 \pi$.
35. A galvanometer coil of $n$ turns is in the form of an anchor-ring described by the revolution of a circle of radius $b$ about an axis in its plane distant $a$ from its centre. Shew that the constant of the galvanometer

$$
\begin{aligned}
& =\frac{8 n}{a} \int_{0}^{K} \mathrm{cn}^{2} u \mathrm{dn}^{2} u d u \quad \quad(k=b / a) \\
& =\left(8 n ; 3 k^{2} a\right)\left[\left(1+k^{2}\right) E-\left(1-k^{2}\right) K\right] .
\end{aligned}
$$

## CHAPTER XIV

## INDUCTION OF CURRENTS IN LINEAR CIRCUITS

## Physical Principles.

506. Ir has been seen that, on moving a magnetic pole about in the presence of electric currents, there is a certain amount of work done on the pole by the forces of the field. If the conservation of energy is to be true of a field of this kind, the work done on the magnetic pole must be represented by the disappearance of an equal amount of energy in some other part of the field. If all the currents in the field remain steady, there is only one store of energy from which this amount of work can be drawn, namely the energy of the batteries which maintain the currents, so that these batteries must, during the motion of the magnetic poles, give up more than sufficient energy to maintain the currents, the excess amount of encrgy representing work performed on the poles. Or again, if the batteries supply energy at a uniform rate, part of this energy must be used in performing work on the moving poles, so that the currents maintained in the circuits will be less than they would be if the moving poles were at rest.

Let us suppose that we have an imaginary arrangement by which additional electromotive forces can be inserted into, or removed from, each circuit as required, and let us suppose that this arrangement is manipulated so as to keep each current constant.

Consider first the case of a single movable pole of strength $m$ and a single circuit in which the current is maintained at a uniform strength $i$. If $\omega$ is the solid angle subtended by the circuit at the position of the pole at any instant, the potential energy of the pole in the field of the current is mi $\omega$, so that in an infinitesimal interval $d t$ of the motion of the pole, the work performed on the pole by the forces of the field is $m i \frac{d \omega}{d t} d t$. The total charge which has flowed in this time is $i d t$, so that the extra work done by the additional batteries is the same as that of an additional electromotive force $m \frac{d \omega}{d t}$.

Thus the motion of the pole must have set up an additional electromotive force in the circuit of amount $-m \frac{d \omega}{d t}$, to counteract which the additional electromotive forces are needed. The electromotive force $-m \frac{d \omega}{d t}$ which appears to be set up by the motion of the magnets is called the elcctromotive force due to induction.

The number of tubes of induction which start from the pole of strength $m$ is $4 \pi m$, and of these a number $m \omega$ pass through the circuit. Thus if $n$ is the number of tubes of induction which pass through the circuit at any instant, the electromotive force may be expressed in the form $-\frac{d n}{d \bar{t}}$.

So also if we have any number of magnetic poles, or any magnetic system of any kind, we find, by addition of effects stch as that just considered, that there will be an electromotive force $-\frac{d N}{d t}$ arising from the motion of the whole system, where $N$ is the total number of tubes of induction which cut the circuit.

It will be noticed that the argument we have given supplics no reason for taking $N$ to be the number of tubes of induction rather than tubes of force. But if the number of tubes crossing the circuit is to depend only on the boundary of the circuit we must take tubes of induction and not tubes of force, for the induction is a solenoidal vector while the force, in general, is not.
507. The clectromotive force of induction $-\frac{d N}{d t}$ has been supposed to be measured in the same dirction as the current, and on comparing this with the law of signs previously given in § 483, we obtain the relation between the directions of the electromotive force round the circuit, and of the lines of induction across the circuit. The magnitude and direction of the electromotive forte are given in the two following laws:

Neumann's Law. Whenever the number of tubes of mannetic induction which are enclosed by a circuit is changing, there is an electromotive force acting round the circuit, in addition to the electromotive force of any batteries which may be in the circuit, the amount of this alditional electromotive force being equal to the rate of diminution of the number of tubes of induction enclosed by the circuit.

Lenz's Law. The positive direction of the electromotive force $\left(-\frac{d N}{d t^{t}}\right)$ and the direction in which a tube of force must pass through the circuit in order to be counted as positive, are related in the same way as the forward motion and rotation of a right-handed screw.

If there is no battery in the circuit, the total electromotive furce will be $-\frac{d N}{d t}$, and the current originated by this electromotive force is spoken of as an "induced" current.
508. In order that the phenomena of induced currents may be consistent with the conservation of energy, it must obviously be a matter of indifference whether we cause the magnetic lines of induction to move across the circuit, or cause the circuit to move across the lines of induction. Thus Neumann's Law must apply equally to a circuit at rest and a circuit in motion. So also if the circuit is flexible, and is twisted about so as to change the number of lines of induction which pass through it, there will be an induced current of which the amount will be given by Neumann's Law.
509. For instance if a metal ring is spun about a diameter, the number of lines of induction from the earth's field which pass through it will change continuously, so that currents will flow in it. Furthermore, energy will be consumed by these currents so that work must be expended to keep the ring in rotation. Again the wheels and axles of two cars in motion on the same line of rails, together with the rails themselves, may be regarded as forming a closed circuit of continually changing dimensions in the earth's magnetic field. Thus there will be currents flowing in the circuit, and there will be electromagnetic forces tending to retard or accelerate the motions of the cars.
510. If, as we have been led to believe, electromagnetic phenomena are the effect of the action of the medium itself, and not of action at a distance, it is clear that the induced current must depend on the motion of the lines of force, and cannot depend on the manner in which these lines of force are produced. Thus induction must occur just the same whether the magnetic field originates in actual magnets or in electric currents in other parts of the field. This consequence of the hypothesis that the action is propagated through the medium is confirmed by experiment-indeed in Faraday's original investigations on induction, the field was produced by a second current.
511. Let us suppose that we have two circuits 1,2 , of which 1 contains a battery and a key by which the circuit can be closed and broken, while circuit 2 remains permanently closed, and contains a galvanometer but no battery. On closing the circuit 1 , a current flows through circuit 1 , setting up a magnetic field. Some of the tubes of induction of this field pass through circuit 2 , so that the number of these tubes changes as the current establishes itself in circuit 1, and the galvanometer in 2 will


Fic. 130. accordingly shew a current. When the current in 1 has reached its steady
value, as given by Ohm's Law, the number of tubes through circuit 2 will no longer vary with the time, so that there will be no electromotive force in circuit 2, and the galvanometer will shew no current. If we break the circuit 1 , there is again a change in the number of tubes of induction passing through the second circuit, so that the galvanometer will again shew a momentary current.

## General Equations of Induction in Linear Circuits.

512. Let us suppose that we have any number of circuits $1,2, \ldots$. Let their resistances be $R_{1}, R_{2}, \ldots$, let them contain batteries of electromotive forces $E_{1}, E_{2}, \ldots$, and let the currents flowing in them at any instant be $i_{1}, i_{2}, \ldots$.

The numbers of tubes of induction $N_{1}, N_{3}, \ldots$ which cross these circuits are given by (cf. equations (429))

$$
N_{1}=L_{11} i_{1}+L_{12} i_{2}+L_{13} i_{3}+\ldots, \text { etc. }
$$

In circuit 1 there is an electromotive force $E_{1}$ due to the batteries, and an electromotive force $-\frac{d N_{1}}{d t}$ due to induction. Thus the total electromotive force at any instant is $E_{1}-\frac{d N_{1}}{d \bar{t}}$, and this, by Ohm's Law, must be equal to $R_{1} i_{1}$. Thus we have the equation

$$
\begin{equation*}
E_{1}-\frac{d}{d t}\left(L_{11} i_{1}+L_{12} i_{2}+L_{13} i_{3}+\ldots\right)=R_{1} i_{1} \tag{431}
\end{equation*}
$$

Similarly for the second circuit,

$$
\begin{equation*}
E_{2}-\frac{d}{d \bar{d} t}\left(L_{21} i_{1}+L_{23} i_{2}+L_{23} i_{3}+\ldots\right)=R_{2} i_{2} \tag{432}
\end{equation*}
$$

and so on for the other circuits.
Equations (431), (432), ... may be regarded as differential equations from which we can derive the currents $i_{1}, i_{2}, \ldots$ in terins of the time and the initial conditions. We shall consider various special cases of this problem.

## Induction in a Single Circuit.

513. If there is only a single circuit, of resistance $R$ and self-induction $L$, equation (431) becomes

$$
E-\frac{d}{d t}\left(L i_{1}\right)=R i_{1} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . .(433) .
$$

Let us use this equation first to find the effect of closing a circuit previously broken. Suppose that before the time $t=0$ the circuit has been open, but that at this instant it is suddenly closed with a key, so that the current is free to flow under the action of the electromotive force $E$.

The first step will be to determine the conditions immediately after the circuit is closed. Since $\frac{d}{d t}\left(L i_{1}\right)$ is, by equation (433), a finite quantity, it follows that $L i_{1}$ must increase or decrease continuously, so that immediately after closing the circuit the value of $L i_{1}$ must be zero.

To find the way in which $i_{1}$ increases, we have now to solve equation (433), in which $E, L$ and $R$ are all constants, subject to the initial condition that $i_{1}=0$ when $t=0$. Writing the equation in the form

$$
E-R i_{1}=-\frac{L}{R} \frac{d}{d t}\left(E-R i_{1}\right),
$$

we see that the general solution is

$$
E-R i_{1}=C e^{-\frac{R}{L} t}
$$

where $C$ is a constant, and in order that $i_{1}$ may vanish when $t=0$, we must have $C=E$, so that the solution is

$$
\begin{equation*}
i_{1}=\frac{E}{R}\left(1-e^{-\frac{R}{L} c}\right) \tag{434}
\end{equation*}
$$

The graph of $i_{1}$ as a function of $t$ is shewn in fig. 131. It will be seen that the current rises gradually to its final value $E / R$ given by Ohm's Law, this rise being rapid if $L$ is small, but slow if $L$ is great. Thus we may say that the increase in the current is retarded by its self-induction. We can see why this should be. The energy of the current $i_{1}$ is $\frac{1}{2} L i_{1}^{2}$, and this is large when $L$ is large. This energy represents work performed by the electric forces: when the current


Fig. 131. is $i_{1}$, the rate at which these forces perform work is $E i_{1}$, a quantity which does not depend on $L$. Thus when $L$ is large, a great time is required for the electric forces to establish the great amount of energy $L i_{1}{ }^{2}$.

A simple analngy may make the effect of this self-induction clearer. Let the flow of the current be represented by the turning of a mill-wheel, the action of the electric forces being represented by the falling of the water by which the mill-wheel is turned. A large value of $L$ means large energy for a finite current, and must therefore be represented by supposing the mill-wheel to have a large moment of inertia. Clearly a wheel with a small mornent of inertia will increase its speed up to its maximum speed with great rapidity, while for a wheel with a large moment of mertia the speed will only increase slowly.

## Alternating Curvent.

514. Let us next suppose that the electromotive force in the circuit is not produced by batteries, but by moving the circuit, or part of the circuit, in a magnctic field. If $N$ is the number of tubes of induction of the
external magnetic field which are enclosed by the circuit at any instant, the equation is

$$
\begin{equation*}
\therefore \frac{d}{d t}\left(L i_{1}+N\right)=R i_{1} \tag{435}
\end{equation*}
$$

The simplest case arises when $N$ is a simple-harmonic function of the time, proportional let us say to cos $p t$. We can simplify the problem by supposing that $N$ is of the form $C(\cos p t+i \sin p t)$. The real part of $N$ will give rise to a real value of $i_{1}$, and the imaginary part of $N^{\prime}$ to an imaginary value of $i_{1}$. Thus if we take $N=C e^{\text {ipt }}$ we shall obtain a value for $i_{1}$ of which the real part will be the true value required for $i_{i}$.

Assuming $N=C(\cos p t+i \sin p t)=C e^{i p t}$, the equation becomes

$$
-\frac{d}{d t}\left(L i_{1}+C e^{i p t}\right)=R i_{1},
$$

and clearly the solution will be proportional to $e^{i p t}$. Thus the differential operator $\frac{d}{d t}$ will act only on a factor $e^{\text {ipt, and will accordingly be equivalent to }}$ multiplication by $i p$. We may accordingly write the equation as

$$
-i p\left(L i_{1}+C e^{i p t}\right)=R i_{1},
$$

a simple algebraic equation of which the solution is

$$
i_{1}=\frac{-p i C e^{i p t}}{R+L i p} .
$$

Let the modulus and argument of this expression be denoted by $\rho$ and $\chi$, so that the value of the whole expression is $\rho(\cos \chi+i \sin \chi)$. The value of $\rho$, the modulus, is equal ( $\$ 311$ ) to the product of the moduli of the factors, so that

$$
\rho=\frac{p C}{\sqrt{R^{2}+L^{2} p^{2}}},
$$

while the argument $\chi$, being equal (§311) to the sum of the arguments of the factors, is given by

$$
x=p t-\frac{\pi}{2}-\tan ^{-1}\left(\frac{L p}{R}\right) .
$$

The solution required for $i_{1}$ is the real term $\rho \cos \chi$, so that

$$
\begin{align*}
i_{1} & =\rho \cos \chi \\
& =\frac{p C}{\sqrt{R^{2}+L^{2} p^{2}}} \sin \left\{p t-\tan ^{-1}\left(\frac{L p}{R}\right)\right\}
\end{align*}
$$

The electromotive force produced by the change in the number of tubes of the external field is

$$
-\frac{d N}{d t}=-\frac{d}{d t}(C \cos p t)=p C \sin p t .
$$

Thus, if self-induction were neglected, the current, as given by Ohm's Law, would be

$$
\frac{p C}{R} \sin p t,
$$

and this of course would agree with that which would be given by equation (436) if $L$ were zero.

The modifications produced by the existence of self-induction are represented by the presence of $L$ in expression (436), and are two in number. In the first place the phase of the current lags behind that of the impressed electromotive force by $\tan ^{-1} \frac{L p}{R}$, and in the second place the apparent resistance is increased from $R$ to $\sqrt{{l^{2}}^{2}+L^{2} \nu^{2}}$.
515. The conditions assumed in this problem are sufficiently close to those which occur in the working of a dynamo to illustrate this working. A coil which forms part of a complete circuit is caused to rotate rapidly in a magnetic field in such a way as to cut a varying number of lines of induction.

The quantity $\frac{p}{2 \pi}$ may be supposed to represent the number of alternations per second. In the simple case of a two-pole alternator this will be equal to the number of revolutions of the engine by which the dynamo is driven, so that the current sent through the circuit will be an "alternating" current of frequency equal to that of the engine. In the example given, the rate at which heat is generated is $(\rho \cos \chi)^{2} R$, and the average rate, averaged over a large number of alternations, is $\frac{1}{2} \rho^{2} R$ or

$$
\frac{1}{2} \frac{p^{2} C^{2} R}{R^{2}+L^{2} p^{2}}
$$

This, then, would be the rate at which the engine driving the dynamo would have to perform the work.

## Discharge of a Condenser.

516. A further example of the effect of induction in a single circuit which is of extreme interest is supplied by the phenomenon of the discharge of a condenser.

Let us suppose that the charges on the two plates at any instant are $Q$ and $-Q$, the plates being connected by a wire of resistance $R$ and of selfinduction $L$. If $C$ is the capacity of the condenser, the difference of potential of the two plates will be $\frac{Q}{C}$, and this will now play the same part as the electromotive force of a battery. The equation is accordingly

$$
\begin{equation*}
\frac{Q}{C^{\prime}}-\frac{d}{d t}(L i)=R i \tag{437}
\end{equation*}
$$

The quantities $Q$ and $i$ are not independent, for $i$ measures the rate of flow of electricity to or from either plate, and therefore the rate of diminution of $Q$. We accordingly have $i=-\frac{d Q}{d t}$, and on substituting this expression for $i$, equation (437) becomes

$$
L \frac{d^{2} Q}{d t^{2}}+R \frac{d Q}{d t}+\frac{Q}{C}=0
$$

She solution is known to be

$$
\begin{equation*}
Q=A e^{-\lambda_{1} t}+B e^{-\lambda_{1} t} \tag{438}
\end{equation*}
$$

where $A, B$ are arbitrary constants, and $\lambda_{1}, \lambda_{1}$ are the roots of

$$
\begin{equation*}
L x^{2}-R x+\frac{1}{C}=0 . \tag{439}
\end{equation*}
$$

If the circuit is completed at time $t=0$, the charge on each plate being initially $Q_{0}$, we must have, at time $t=0$,

$$
Q=Q_{0}, \quad i \equiv-\frac{d Q}{d t}=0,
$$

and these conditions determine the constants $A$ and $B$. The equations giving these quantities are

$$
A+B=Q_{0}, \quad A \lambda_{1}+B \lambda_{2}=0 .
$$

If the roots of equation (439) are real, it is clear, since both their sum and their product are positive, that they must themselves be positive quantities. Thus the value of $Q$ given by equation (438) will gradually sink from $Q_{0}$ to zero. The current at any instant is

$$
\begin{aligned}
i=-\frac{d Q}{d t} & =A \lambda_{1} e^{-\lambda_{1} t}+B \lambda_{2} e^{-\lambda_{2} t} \\
& =A \lambda_{1} e^{-\lambda_{1} t}\left(1-\varepsilon^{-\left(\lambda_{1}-\lambda_{1}\right) t}\right),
\end{aligned}
$$

and this starts by being zero, rises to a maximum and then falls again to zero. The current is always in the same direction, so that $Q$ is always of the same sign.

It is, however, possible for equation (439) to have imaginary roots. This will be the case if

$$
R^{2}-\frac{4 L}{C}
$$

is negative. Denoting $R^{2}-\frac{4 L}{C}$, when negative, by $-\kappa^{2}$, the roots will be

$$
\lambda_{1}, \lambda_{2}=\frac{R \pm i \kappa}{2 L},
$$

so that the solution (438) becomes

$$
\begin{aligned}
Q & =e^{-\frac{R t}{2 \tilde{L}}}\left(A e^{\frac{\frac{\hbar t}{2 L}}{2 L}}+B e^{-\frac{\kappa t}{2 L}}\right) \\
& =e^{-\frac{R t}{2 L}} D \cos \left(\frac{\kappa t}{2 \bar{L}}-\epsilon\right),
\end{aligned}
$$

where $D, \epsilon$ are new constants. In this case the discharge is oscillatory. The charge $Q$ changes sign at intervals $\frac{2 \pi L}{\kappa}$, so that the charges surge backwards and forwards from one plate to the other. The presence of the exponential $e^{-\frac{R t}{2 L}}$ shews that each charge is less than the preceding one, so that the charges ultimately die away. The graphs for $Q$ and $i$ in the two cases of
(i) $R^{2}>\frac{4 L}{\bar{C}}$ (discharge continuous),
(ii) $R^{2}<\frac{4 L}{C}$ (discharge oscillatory),
are given in figs. 132 and 133.


Fig. 132.
(i) discharge continuous.


Fia. 133.
(ii) discharge oscillatory.

The existence of the oscillatory discharge is of interest, as the possibility of a discharge of this type was predicted on purely theoretical grounds by Lord Kelvin in 1853. Four years later the actual oscillations were observed by Feddersen.
517. It is of value to compare the physical processes in the two kinds of discharge.

Let us consider first the continuous discharge of which the graphs are shewn in fig. 132. The first part of the discharge is similar to the flow already considered in §513. At first we can imagine that the condenser is exactly equivalent to a battery of electromotive force $E=\frac{Q}{C}$, and the act of discharging is equivalent to completing a circuit containing this battery. After a time the difference between the two cases comes into effect. The battery would maintain a constant electromotive force, so that the current would reach a constant final value $\frac{E}{\bar{R}}$, whereas the condenser does not supply a constant electromotive force. As the discharge occurs, the potential difference between the plates of the condenser diminishes, and so the electromotive force, and consequently the current, also diminish. Thus the graph for $i$ in fig. 132, can be regarded as shewing a gradual increase towards the value $\frac{E}{\bar{R}}$ (where $E=\frac{Q}{C}$ ) in the earlier stages, combined with a gradual falling off of the current, consequent on the diminution of $E$, in the later stages.

For the oscillatory discharge to occur, the value of $L$ must be greater than for the continuous discharge. The energy of a current of given amount is accordingly greater, while the rate at which this is dissipated by the generation of heat, namely $R i^{2}$, remains unaltered by the greater value of $L$. Thus for sufficiently great values of $L$ the current may persist even after the condenser is fully discharged, a continuation of the current meaning that the condenser again becomes charged, but with electricity of different signs from the original charges. In this way we get the oscillatory discharge.

## Induction in a Pair of Circuits.

518. If $L, M, N$ are the coefficients of induction ( $L_{11}, L_{19}, L_{39}$ ) of a pair of circuits of resistances $R, S$, in which batterics of electromotive forces $E_{1}, E_{2}$ are placed, the general equations become

$$
\begin{align*}
& E_{1}-\frac{d}{d t}\left(L i_{1}+M i_{2}\right)=R i_{1}  \tag{440}\\
& E_{2}-\frac{d}{d \bar{t}}\left(M i_{1}+N i_{2}\right)=S i_{2} \tag{441}
\end{align*}
$$

Sudden Completing of Circuit.
519. Let us consider the conditions which must hold when one of the circuits is suddenly completed, the process occupying the infinitesimal interval from $t=0$ to $t=\tau$. Let the changes which occur in $i_{1}$ and $i_{2}$ during this
interval be denoted by $\Delta i_{1}$ and $\Delta i_{2}$. Equations (440) and (441) shew that during the interval from $t=0$ to $t=\tau$ the values of $\frac{d}{d t}\left(L i_{1}+M i_{2}\right)$ and of $\frac{d}{d t}\left(M i_{1}+N i_{2}\right)$ are finite, so that when $\tau$ is infinitesimal, the changes in $L i_{1}+M i_{3}$ and $M i_{1}+N i_{2}$ must vanish. Thus we must have

$$
\begin{aligned}
L \Delta i_{1}+M \Delta i_{2} & =0, \\
M \Delta i_{1}+N \Delta i_{2} & =0 .
\end{aligned}
$$

Except in the special case in which $L N-M^{*}=0$ (a case of importance, which will be considered later), these equations can be satisfied only by $\Delta i_{1}=\Delta i_{2}=0$. Thus the currents remain unaltered by suddenly making a circuit, and the change in the currents is gradual and not instantaneous.
520. Suppose, for instance, that before the instant $t=0$ circuit 2 is closed but contains no battery, while circuit 1 , containing a battery, is broken. Let circuit 1 be closed at the instant $t=0$, then the initial conditions are that at time $t=0, i_{1}=i_{2}=0$. The equations to be solved are

$$
\begin{align*}
& \left(R+L \frac{d}{d t}\right) i_{1}+M \frac{d}{d t} i_{2}=E_{1} .  \tag{442}\\
& M \frac{d}{d t} i_{1}+\left(S+N \frac{d}{d t}\right) i_{2}=0 . \tag{443}
\end{align*}
$$

The solution is known to be

$$
\begin{aligned}
& i_{1}=A e^{-\lambda t}+A^{\prime} e^{-\lambda^{\prime} t}+\frac{E_{1}}{R} \\
& i_{2}=B e^{-\lambda t}+B^{\prime} e^{-\lambda^{\prime} t}
\end{aligned}
$$

where $A, A^{\prime}, B, B^{\prime}$ are constants, and $\lambda, \lambda^{\prime}$ are the roots of

$$
\begin{gather*}
(R-L \lambda)(S-N \lambda)-M^{2} \lambda^{2}=0, \\
R S-(R N+S L) \lambda+\left(L N-M^{2}\right) \lambda^{2}=0 \tag{444}
\end{gather*}
$$

or of
The energy of the currents, namely

$$
\frac{1}{2}\left(L i_{2}{ }^{2}+2 M i_{1} i_{3}+N i_{4}^{2}\right),
$$

being positive for all values of $i_{1}$ and $i_{2}$, it follows that $L N-M^{2}$ is necessarily positive. Since $R S$ and $R N+S L$ are also necessarily positive, we see that all the coefficients in equation (444) are positive, so that the roots $\lambda, \lambda^{\prime}$ are both positive.

When $t=0$, we must have

$$
\begin{align*}
& \left(i_{1^{\prime}}\right)_{-0}=A+A^{\prime}+\frac{E_{1}}{R}=0  \tag{445}\\
& \left(i_{2}\right)_{t-0}=B+B^{\prime}=0 \ldots \ldots . \tag{446}
\end{align*}
$$

and in order that equation (443) may be satisfied at every instant, we must have

$$
-M A \lambda e^{-\lambda t}-M A^{\prime} \lambda^{\prime} e^{-\lambda^{\prime} t}+(S-N \lambda) B e^{-\lambda t}+\left(S-N \lambda^{\prime}\right) B^{\prime} e^{-\lambda^{\prime} t}=0,
$$

for all values of $t$, and for this to be satisfied the coefficients of $e^{-\lambda t}$ and $e^{-\lambda t}$ must vanish separately. Thus we must have

$$
\begin{align*}
& \left(S-N^{\top} \lambda\right) B=M A \lambda  \tag{447}\\
& \left(S-N \lambda^{\prime}\right) B^{\prime}=M A^{\prime} \lambda^{\prime} \tag{448}
\end{align*}
$$

and if these relations are satisfied, and $\lambda, \lambda^{\prime}$ are the roots of equation (444), then equation (442) will be satisfied identically. From equations (445), (446), (447) and (448), we obtain

$$
\frac{B}{M}=\frac{-B^{\prime}}{M}=\frac{A \lambda}{S-N^{\prime} \lambda}=\frac{-A^{\prime} \lambda^{\prime}}{S^{\prime}-\lambda^{\prime} \lambda^{\prime}}=\frac{-E_{1}}{R S\left(\lambda^{-1}-\lambda^{\prime-1}\right)},
$$

and the solution is found to be

$$
\begin{aligned}
& i_{1}=\frac{(S-N \lambda) E_{1}}{R S \lambda\left(\lambda^{-1}-\lambda^{\prime-1}\right)}\left(1-e^{-\lambda t}\right)+\frac{\left(S-N \lambda^{\prime}\right) E_{1}}{R S^{\prime} \lambda^{\prime}\left(\lambda^{\prime-1}-\lambda^{-i}\right)}\left(1-e^{-\lambda^{\prime} t}\right), \\
& i_{2}=-\frac{M E_{1}}{\overline{R S}\left(\lambda^{-1}-\lambda^{\prime-1}\right)} e^{-\lambda t}-\frac{M I E_{1}}{\overline{R S}\left(\lambda^{\prime-1}-\lambda^{-1}\right)} e^{-\lambda^{\prime t} t .}
\end{aligned}
$$

We notice that the current in 1 rises to its steady value $\frac{E}{R^{B}}$, the rise being similar in nature to that when only a single circuit is concerned (§513). The rise is quick if $\lambda$ and $\lambda^{\prime}$ are large-i.e. if the coefficients of induction are small, and conversely. The current in 2 is initially zero, rises to a maximum and then sinks again to zero. The changes in this current are quick or slow according as those of current 1 are quick or slow.

## Sudden Breaking of Circuit.

521. The breaking of a circuit may be represented mathematically by supposing the resistance to become infinite. Thus if circuit 1 is broken, the process occurring in the interval from $t=0$ to $t=\tau$, the value of $R$ will become infinite during this interval, while the value of $i_{1}$ becomes zero. The changes in $i_{1}$ and $i_{2}$ are still determined by equations (440) and (441), but we can no longer treat $R$ as a constant, and we cannot assert that in the interval from 0 to $\tau$ the value of $R i_{1}$ is always finite.

It foliows, however, from equation (441) that $\frac{d}{d t}\left(M i_{1}+N i_{2}\right)$ remains finite throughout the short interval, so that we have, with the same notation as before,

$$
M \Delta i_{1}+N \Delta i_{2}=0 .
$$

Suppose for instance that before the circuit 1 was broken we had a steady current $\frac{E_{1}}{\boldsymbol{R}}$ in circuit 1, and no current in circuit 2. We shall then have
so that

$$
\begin{aligned}
& \Delta i_{1}=-\frac{E_{1}}{R} \\
& \Delta i_{2}=\frac{M E_{1}}{N R}
\end{aligned}
$$

and therefore immediately after the break, the initial current in circuit 2 is

$$
i_{2}=\frac{M E_{1}}{N R}
$$

This current simply decays under the influence of the resistance of the circuit. Putting $E_{3}=0$ and $i_{1}=0$ in equation (441) we obtain

$$
\frac{d i_{2}}{d t}=-\frac{S}{N} i_{2}
$$

and the solution which gives $i_{2}=\frac{M E_{1}}{N R}$ initially is

$$
i_{2}=\frac{M E_{1}}{N R} e^{-\frac{S}{N} t}
$$

The changes in the current $i_{1}$ during the infinitesimal interval $\tau$ are of interest. These are governed by equation (440), the value of $R$ not being constant.

The value of $E_{1}$ is finite, and may accordingly be neglected in comparison with the other terms of equation (440), which are very great during the interval of transition. Thus the equation becomes, approximately,

$$
\begin{equation*}
\frac{d}{d t}\left(L i_{1}+M i_{2}\right)=-R i_{1} \tag{449}
\end{equation*}
$$

The value of $\frac{d}{d t}\left(M i_{1}+N i_{2}\right)$ is, as we have already seen, finite, so that we may subtract $\frac{M}{N}$ times this quantity from the left-hand member of equation (449) and the equation remains true. By doing this we eliminate $i_{2}$, and obtain

$$
\left(L-\frac{M^{2}}{N}\right) \frac{d i_{1}}{d t}=-R i_{2}
$$

The solution which gives to $i_{1}$ the initial value $\left(i_{1}\right)_{0}$ is

$$
i_{1}=\left(i_{1}\right)_{0} e^{-\bar{N}} \frac{N}{L N-\Psi T} \int_{0}^{t} R d t,
$$

giving the way in which the current falls to zero. We notice that if $L N-M^{2}$ is very small, the current falls off at once, while if $L N-M^{3}$ is large, the current will persist for a longer time. In the former case the breaking of the circuit is accompanied only by a very slight spark, in the latter case by a stronger spark.

## One Circuit containing a Periodic Electromotive Force.

522. Let us suppose next that the circuits contain no batteries, but that circuit 1 is acted upon by a periodic electromotive force, say $E \cos p t$, such as might arise if this circuit contained a dynamo.

As in §514, it is simplest to assume an electromotive force $E e^{\text {ipt }}$ : the solution actually required will be obtained by ultimately rejecting the imaginary terms in the solution obtained.

The equations to be solved are now

$$
\begin{array}{r}
E e^{i p t}-\frac{d}{d t}\left(L i_{1}+M i_{2}\right)=R i_{1} \\
-\frac{d}{d t}\left(M i_{1}+N i_{2}\right)=S i_{2} \tag{451}
\end{array}
$$

As before both $i_{1}$ and $i_{2}$, as given by these equations, will involve the time only through a factor $e^{i p t}$, so that we may replace $\frac{d}{d t}$ by $i p$, and the equations becume

$$
\begin{aligned}
& R i_{1}+L i p i_{1}+M i p i_{2}=E e^{i p t}, \\
& S i_{2}+M i p i_{1}+N i p i_{2}=0,
\end{aligned}
$$

from which we obtain

$$
\frac{i_{1}}{S+N i p}=\frac{i_{2}}{-M i p}=\frac{E e^{i p t}}{(R+L i p)(S+N i p)+M^{2} p^{2}} .
$$

The current $i_{1}$ in the primary is given, from these equations, by

$$
\begin{aligned}
i_{1} & =\frac{E e^{i p t}}{R+L i p+\frac{M I^{2} p^{2}}{S+N i p}} \\
& =\frac{E e^{i p t}}{R+L i p+\frac{M^{2} p^{2}(S-N i p)}{S^{2}+N^{2} p^{2}}} \\
& =\frac{E e^{i p t}}{R^{\prime}+L^{\prime} i p},
\end{aligned}
$$

$$
\text { where } \quad R^{\prime}=R+\frac{S M^{2} p^{2}}{S^{2}+N^{2} p^{2}}, \quad L^{\prime}=L-\frac{N M^{2} p^{2}}{S^{2}+N^{2} p^{2}} .
$$

The case of no secondary circuit being present is obtained at once by putting $S=\infty$, and the solution for $i_{1}$ is seen to be the same as if no secondary circuit were present, except that $R^{\prime}, L^{\prime}$ are replaced by $R$ and $L$. Thus the current in the primary circuit is affected by the presence of the secondary in just the same way as if its resistance were increased from $R$ to $R^{\prime}$, and its coefficient of self-induction decreased from $L^{\prime}$ to $L$.

The amplitudes of the two currents are $\left|i_{1}\right|$ and $\left|i_{2}\right|$, so that the ratio of the amplitude of the current in the secondary to that in the primary is

$$
\begin{align*}
\frac{\left|i_{2}\right|}{\left|i_{1}\right|} & =\left|\frac{-M i p}{S+N i p}\right| \\
& =\frac{M p}{\sqrt{S^{2}+N^{2} p^{2}}} \tag{452}
\end{align*}
$$

The difference of phase of the two currents

$$
\begin{align*}
& =\arg i_{2}-\arg i_{1} \\
& =\arg \left(i_{2} / i_{1}\right) \\
& =\arg \left(\frac{-M i p}{S+N i p}\right) \\
& =\pi-\tan ^{-1}\left(\frac{S}{N p}\right) . \tag{453}
\end{align*}
$$

523. The analysis is of practical importance in connection with the theory of transformers. In such applications, the current usually is of very high frequency, so that $p$ is large, and we find that approximately the ratio of the amplitudes (cf. expression (452)) is $\frac{M}{N}$, while the difference of phase (cf. expression (453)) is $\pi$. These limiting results, for the case of $p$ infinite, can be obtained at a glance from equation (451). The right-hand member, $S i_{2}$, is finite, so that $\frac{\partial}{\partial t}\left(M i_{1}+N i_{2}\right)$ is finite in spite of the infinitely rapid variations in $i_{1}$ and $i_{2}$ separately. In other words, we must have approximately $M i_{1}+N i_{3}$ constant, and clearly the value of this constant must be zero, giving at once the two results just obtained.
524. Whatever the value of $p$, the result expressed in equation (452) can be deduced at once from the principle of energy. The current in the primary is the same as it would be if the secondary circuit were removed and $R, L$ changed to $K^{\prime}, L^{\prime}$. Thus the rate at which the generator performs work is $R^{\prime} i_{1}^{2}$, or averaged over a great number of periods (since $i_{1}$ is a simple-harmonic function of the time) is $\frac{1}{2} R^{\prime}\left|i_{1}\right|^{3}$. Of this an amount $\frac{1}{2} R\left|i_{2}\right|^{2}$ is consumed in the primary, so that the rate at which work is performed in the secondary is $\frac{1}{2}\left(R^{\prime}-R\right)\left|i_{1}\right|^{\mid}$, or

$$
\frac{1}{2} \frac{S M^{2} p^{2}}{S^{2}+N^{3} p^{2}}\left|i_{1}\right|^{2} .
$$

This rate of performing work is also known to be $\frac{1}{2} S\left|i_{2}\right|$, and on equating these two expressions we obtain at once the result expressed by equation (452).

## Case in which $L N-M^{2}$ is small.

525. The energy of currents $i_{1}, i_{2}$ in the two circuits is

$$
\begin{equation*}
\frac{1}{2}\left(L i_{1}{ }^{2}+2 M i_{1} i_{2}+N i_{2}{ }^{2}\right) \tag{454}
\end{equation*}
$$

and since this must always be positive, it follows that $L N-M^{2}$ must necessarily be positive. The results obtained in the special case in which $L N-M^{2}$ is so small as to be negligible in comparison with the other quantities involved are of special interest, so that we shall now examine what special features are introduced into the problems when $L N-M^{2}$ is very small.

Expression (454) can be transformed into

$$
\frac{1}{2}\left(L i_{1}+M i_{2}\right)^{2}+\frac{L N-M M^{2}}{2 L} i_{2}^{2},
$$

so that when $L N-M^{2}$ is neglected the energy becomes

$$
\frac{1}{2}\left(L i_{1}+M i_{2}\right)^{2},
$$

and this vanishes for the special case in which the currents are in the ratio $i_{2} / i_{2}=-M / L$. This enables us to find the geometrical meaning of the relation $L N-M^{2}=0$. For'since the energy of the currents, as in § 501 , is

$$
\frac{1}{8 \pi} \iiint \mu\left(\alpha^{2}+\beta^{2}+\gamma^{2}\right),
$$

we see that this energy can only vanish if the magnetic force vanishes at every point. This requires'that the equivalent magnetic shells must coincide and be of strengths which are equal and opposite. Thus the two circuits must coincide geometrically. The number of turns of wire in the circuits may of course be different: if we have $r$ turns in the primary and $s$ in the secondary, we must have

$$
\frac{L}{M}=\frac{M}{N}=\frac{r}{s}
$$

and when the currents are such as to give a field of zero energy, each fraction is equal to $-i_{2} / i_{1}$.
526. Let us next examine the modifications introduced into the analysis by the neglect of $L N-M^{2}$ in problems in which the value of this quantity is small. We have the general equations (\$518),

$$
\begin{align*}
& E_{1}-\frac{d}{d t}\left(L i_{1}+M i_{2}\right)=R i_{1}  \tag{455}\\
& E_{2}-\frac{d}{d t}\left(M i_{1}+N i_{2}\right)=S i_{2} \tag{456}
\end{align*}
$$

If we multiply equation (455) by $M$ and equation (456) by $L$ and subtract, we obtain

$$
\begin{equation*}
M E_{1}-L E_{2}=R M i_{1}-S L i_{2} \tag{457}
\end{equation*}
$$

an equation which contains no differentials.
527. To illustrate, let us consider the sudden making of one circuit, discussed in the general case in § 519. The general equations there obtained, namely

$$
\begin{aligned}
& L \Delta i_{1}+M \Delta i_{2}=0, \\
& M \Delta i_{1}+N \Delta i_{2}=0,
\end{aligned}
$$

now become identical. We no longer can deduce the relations $\Delta i_{1}=\Delta i_{2}=0$, but have only the single initial conditions

$$
\begin{equation*}
\frac{\Delta i_{1}}{\Delta i_{2}}=-\frac{M}{\bar{L}} \tag{458}
\end{equation*}
$$

But by supposing equations (455) and (456) replaced by equations (455) and (457) we have only one differential coefficient and therefore only one constant of integration in the solution, and this can be determined from the one initial condition expressed by equation (458).

Let us, for instance, consider the definite problem discussed (for the general case) in §520. Circuit 2 contains no battery so that $E_{2}=0$, and at time $t=0$ circuit 1 is suddenly closed, so that the electromotive force $E_{1}$ comes into play in the first circuit. The initial currents are given by (from equation (458)),

$$
\begin{equation*}
L i_{1}+M i_{2}=0 \tag{459}
\end{equation*}
$$

$\qquad$
(from equation (457)),

$$
\begin{equation*}
M E_{1}=R M i_{1}-S L i_{2} \tag{460}
\end{equation*}
$$

so that

$$
\frac{i_{1}}{M}=\frac{i_{2}}{-L}=\frac{M E_{1}}{R M^{2}+S L^{2}}=\frac{M E_{1}}{L(R N+S L)} .
$$

Thus finite currents come into existence at once, but the system of currents is one of zero energy, since equation (459) is satisfied. To find the subsequent changes, we multiply equation (455) by $\frac{L}{R}$ and equation (456) by $\frac{M}{S}$ (putting $E_{2}=0$ ), and find on addition

$$
\frac{L E_{1}}{R}-\left(\frac{L}{R}+\frac{N}{S}\right) \frac{d}{d t}\left(L i_{1}+M i_{2}\right)=L i_{1}+M i_{2},
$$

of which the solution, subject to the initial condition $L i_{1}+M i_{2}=0$, is

$$
L i_{1}+M i_{2}=\frac{L E_{1}}{R}\left(1-e^{-\frac{R S}{R N+L S} t}\right)
$$

From this and equation (460) we obtain

$$
\frac{i_{1}}{N+\frac{L S}{R}\left(1-e^{-\frac{R S}{R N+L S} t}\right)}=\frac{-i_{2}}{M e^{-\frac{R_{2}}{R N}+\overline{L S} t}}=\frac{E_{1}}{R N+L S}
$$

and these equations give the currents at any time.

These results can of course be deduced also by examining the limiting form assumed by the solution of $\S 520$, when $L N-M^{2}$ vanishes.

The problem of the breaking of a circuit, discussed in $\S 521$, can be examined in a similar way in the special case in which $L N-M^{2}=0$. The current $i_{1}$ in the broken circuit is found to disappear instantaneously, its energy immediately reappearing as that of a current $L i_{1} / M$ in circuit (2); this latter current then decays under the resistance of the circuit.

## EXAMPLES.

1. A coil is rotated with constant angular velocity $\omega$ about an axis in its plane in a uniform field of force perpendicular to the axis of rotation. Find the current in the coil at any time, and shew that it is greatest when the plane of the coil makes an angle $\tan ^{-1}\left(\frac{L \omega}{R}\right)$ with the lines of magnetic force.
2. The resistance and self-induction of a coil are $R$ and $L$, and its ends $A$ and $B$ are connected with the electrodes of a condenser of capacity $C^{\prime}$ by wires of negligible resistance. There is a current $I \cos p t$ in a circuit connecting $A$ and $B$, and the charge of the condenser is in the same phase as this current. Shew that the charge at any time is $\frac{L I}{R} \cos p t$, and that $C\left(R^{3}+p^{2} L^{2}\right)=L$. Obtain also the current in the coil.
3. The ends $B, D$ of a wire $(R, L)$ are connected with the plates of a condenser of capacity $C$. The wire rotates about $B D$ which is vertical with angular velocity $\omega$, the area between the wire and $B D$ being $A$. If $H$ is the horizontal component of the earth's magnetism, shew that the average rate at which work must be done to maintain the rotation is

$$
\frac{1}{2} H^{2} A^{2} C^{2} R \omega^{4} /\left[R^{2} C^{2} \omega^{2}+\left(1-C L \omega^{2}\right)^{2}\right]
$$

4. A closed solenoid consists of a large number $N$ of circular coils of wire, each of radius $a$, wound uniformly upon a circular cylinder of height $2 h$. At the centre of the cylinder is a small magnet whose axis coincides with that of the cylinder, and whose moment is a periodic quantity $\mu$ sin pt. Shew that a current flows in the solenoid whose intensity is approximately

$$
\frac{2 \pi \mu N_{p}}{\left\{\left(a^{3}+h^{2}\right)\left(R^{2}+L^{2} p^{2}\right)\right\}^{\frac{1}{2}}} \sin (p t+a)
$$

where $R, L$ are the resistance and self-induction of the solenoid, and $\tan a=R / L p$.
5. A circular coil of $n$ turns, of radius $a$ and resistance $R$, spins with angular velocity $\omega$ round a vertical diameter in the earth's horizontal magnetic field $H$ : shew that the average electromagnetic damping couple which resists its motion is $\frac{H^{2} n^{2} \pi^{2} r^{4} \omega R}{2\left(R^{2}+\omega^{2} L^{2}\right)}$. Given $H=0.17, n=50, R=1 \mathrm{ohm}, a=10 \mathrm{~cm}$., and that the coil nakes 20 turus per second, express the couple in dyne-centimetres, and the mean square of the current in amperes.
6. A condenser, capacity $C$, is discharged through a circuit, resistance $R$, induction $L$, containing a periodic electromotive force $E \sin n t$. Shew tha' the "forced" current in the circuit is

$$
E \sin (n t-\theta)\left[R^{2}+\left(n L-\frac{1}{C n}\right)^{2}\right]^{-\frac{1}{2}}
$$

where $\tan \theta=\left(n^{2} C L-1\right) / n C R$.
7. Two circuits, resistances $R_{1}$ and $R_{2}$, coefficients of induction $L, M, N$, lie near each other, and an electromotive force $E$ is switched into one of them. Shew that the total quantity of electricity that traverses the other is $E M / R_{1} R_{3}$.
8. A current is induced in a coil $B$ by a current $I \sin p t$ in a coil 4 . Shew that the mean force tending to increase any coordinate of position $\theta$ is

$$
-\frac{1}{2} \frac{I^{2} p^{2} L M}{K^{2}+L^{2} p^{2}} \frac{\partial M}{\partial \theta}
$$

where $L, M, N$ are the coefficients of induction of the coils, and $R$ is the resistance of $B$.
9. A plane circuit, area $S$, rotates with uniform velocity $\omega$ about the axis of $z$, which lies in its plane at a distance $h$ from the centre of gravity of the area. A magnetic molecule of strength $\mu$ is fixed in the axis of $x$ at a great distance $a$ from the origin, pointing in the direction $0 x$. Prove that the current at time $t$ is approximately

$$
\frac{2 S \dot{\omega} \mu}{a^{3}\left(R^{2}+L^{2} \omega^{2}\right)^{\frac{1}{2}}} \cos (\omega t-c)+\frac{9 S \omega \mu h}{a^{4}\left(R^{2}+4 L^{2} \omega^{2}\right)^{\frac{1}{2}}} \cos (2 \omega t-\eta),
$$

where $\eta$, e are determinate constants.
10. Two points $A, B$ are joined by a wire of resistance $R$ without self-induction; $B$ is joined to a third point $C$ by two wires each of resistance $R$, of which one is without self-induction, and the other has a coefficient of induction $L$. If the ends $A, C$ are kept at a potential difference $E \cos p t$, prove that the difference of potentials at $B$ and $C$ will be $E^{\prime} \cos (p t-\gamma)$, where

$$
E^{\prime}=E\left\{\frac{R^{2}+p^{2} L^{2}}{9 R^{2}+4 p^{2} L^{2}}\right\}^{\frac{1}{2}}, \quad \tan \gamma=\frac{p L R}{2 p^{2} L^{2}+3 R^{2}}
$$

11. A condenser, capacity $C$, charge $Q$, is discharged through a circuit of resistance $R$, there being another circuit of resistance $S$ in the ficld. If $L N=N^{2}$, shew that there will be initial currents - $N Q / C(R N+S L)$ and $M Q / C(R N+S L)$, and find the currents at any time.
12. Two insulated wires $A, B$ of the same resistance have the same coefficient of self-induction $L$, while that of mutual induction is slightly less than $L$. The ends of $B$ are connected by a wire of small resistance, and those of $A$ by a battery of small resistance, and at the end of a time $t$ a current $i$ is passing through $A$. Prove that except when $t$ is very small,

$$
i=\frac{1}{2}\left(i_{0}+i^{7}\right)
$$

approximately, where $i_{0}$ is the permanent current in $A$, and $i^{\prime}$ is the current in each after a time $t$, when the ends of both are connected in multiple arc by the battery.
13. The ends of a coil forming a long straight uniform solenoid of $m$ turns per unit length are connected with a short solenoidal coil of $n$ turns and cross-section $A$, situated inside the solenoid, so that the whole forms a single complete circuit. The latter coil can rotate freely about an axis at right angles to the length of the solenoid. Shew that in free motion without any external ficld, the current $i$ and the angle $\theta$ between the cross-sections of the coils are determined by the equations

$$
\begin{gathered}
R i=-\frac{d}{d t}\left(L_{1} i+L_{2} i+8 \pi m n A i \cos \theta\right), \\
I \frac{d^{2} \theta}{d t^{2}}+4 \pi m n A i^{2} \sin \theta=0
\end{gathered}
$$

where $L_{1}, L_{2}$ are the coefficients of self-induction of the two coils, $I$ is the moment of inertia of the rotating coil, $R$ is the resistance of the whole circuit, and the effect of the ends of the long solenoid is neglected.
14. Two electrified conductors whose coefficients of electrostatic capacity are $\gamma_{1}, \gamma_{2}, r$ are connected through a coil of resistance $R$ and large inductance $L$. Verify that the frequency of the electric oscillations thus established is

$$
\frac{1}{2 \pi}\left(\begin{array}{c}
2 \Gamma+\gamma_{1}+\gamma_{2} \\
\gamma_{1} \gamma_{2}-\Gamma^{2} \\
L
\end{array}-\frac{R^{2}}{4 L^{2}}\right)^{\frac{1}{2}} .
$$

15. An electric circuit contains an impressed electromotive force which alternates in an arbitrary manner and also an inductance. Is it possible, by connecting the extremities of the inductance to the poles of a condenser, to arrange so that the current in the circuit shall always be in step with the electromotive force and proportional to it 1
16. Two coils (resistances $R, S$; coefficients of induction $L, M, N$ ) are arranged in parallel in such positions that when a steady current is divided between the two, the resultant magnetic force vanishes at a certain suspended galvanometer needle. Prove that if the currents are suddenly started by completing a circuit including the coils, then the initial magnetic force on the noedle will not in general vanish, but that there will be a "throw" of the needle, equal to that which would be produced by the steady (final) current in the first wire flowing through that wire for a time interval

$$
\frac{M-L}{R}-\frac{M-N}{S} .
$$

17. A condenser of capacity $C$ is discharged through two circuits, one of resistance $R$ and self-induction $L$, and the other of resistance $R^{r}$ and containing a condenser of capacity $C^{\prime \prime}$. Prove that if $Q$ is the charge on the condenser at any time,

$$
L R^{\prime} \frac{d^{3} Q}{d t^{3}}+\left(\frac{L}{C}+\frac{L}{C^{\prime}}+R R^{\prime}\right) \frac{d^{2} Q}{d t^{2}}+\left(\frac{R}{\bar{C}}+\frac{R}{C^{\prime}}+\frac{R}{C}\right) \frac{d Q}{d t}+\frac{Q}{C C^{\prime \prime}}=0 .
$$

18. A condenser of capacity $C$ is connected by leads of resistance $r$, so as to be in parallel with a coil of self-induction $L$, the resistance of the coil and its leads being $R$. If this arrangement forms part of a circuit in which there is an electromotive force of period $\frac{2 \pi}{p}$, shew that it can be replaced by a wire without self-induction if

$$
\left(R^{2}-L / C\right)=p^{2} L C\left(r^{2}-L / C\right),
$$

and that the resistance of this equivalent wire must be ( $R r+L / C) /(R+r)$.
19. Two coils, of which the coefficients of self- and mutual-induction are $L_{1}, L_{2}, M$, and the resistances $R_{1}, R_{2}$, carry steady currents $C_{1}, C_{2}$ produced by constant electromotive forces inserted in them. Shew how to calculate the total extra currents produced in the coils by inserting a given resistance in one of them, and thus also increasing its coefficients of induction by given amounts.

In the primary coil, supposed open, there is an electromotive force which would produce a stcady current $C$, and in the secondary coil there is no electromotive force. Prove that the current induced in the secondary by closing the primary is the same, as regards its eftects on a galvanometer and an electrodynamometer, and also with regard to the heat produced by it, as a steady current of magnitude
lasting for a time

$$
\begin{gathered}
-\frac{1}{2} \frac{C M R_{1}}{R_{1} L_{2}+R_{2} L_{1}}, \\
\frac{R_{1} L_{2}+R_{3} L_{1}}{\frac{1}{2} R_{1} R_{2}},
\end{gathered}
$$

while the current induced in the secondary by suddenly breaking the primary circuit may be represented in the same respects by a steady current of magnitude $C M / 2 L_{2}$ lasting for a time $2 L_{2} / R_{2}$.
20. Two conductors $A B D, A C D$ are arranged in multiple arc. Their resistances are $R, S$ and their coefficients of self- and mutual-induction are $L, N$, and $M$. Prove that when placed in series with leads convoying a current of frequency $p$, the two circuits produce the same effect as a single circuit whose coefficient of self-induction is

$$
\frac{N R^{2}+L S^{2}+2 M R S+p^{2}\left(L N-M^{2}\right)(L+N-2 M)}{(L+N-2 M)^{2} p^{2}+(R+N)^{2}},
$$

and whose resistance is

$$
\frac{R S(S+R)+p^{2}\left\{R(N-M)^{2}+S(L-M)^{2}\right\}}{(L+N-2 M)^{2} p^{2}+(R+S)^{2}}
$$

21. A condenser of capacity $C$ containing a charge $Q$ is discharged round a circuit in the neighbourhood of a second circuit. The resistances of the circuits are $R$, $N$, and their coefficients of induction are $L, M 1, N$.

Obtain equations to determine the currents at any moment.
If $\dot{x}$ is the current in the primary, and the disturbance be over in a time less than $\tau$, shew that

$$
\left\{\frac{N^{2} R}{C}+S\left(N R^{2}+\frac{N^{2}}{\dot{C}}\right)+S^{2} L R\right\} \int_{0}^{\tau} \ddot{i}^{2} d t=\frac{1}{2} \frac{Q^{2}}{\bar{C}^{2}}\left\{S^{2}+\frac{N^{2} R S}{L N-D^{2}}+\frac{N^{3}}{C\left(L N^{2}-M^{2}\right)}\right\}
$$

and that

$$
\left\{\frac{N^{2} R}{C}+S\left(N R^{2}+\frac{N I^{2}}{C}\right)+N^{2} L R\right\} \int_{0}^{\tau} \dot{x}^{2} d t=\frac{Q^{2}}{C^{2}}\left\{C S^{2} L+C S N^{2} R+N^{2}\right\}
$$

Examine how $\int_{0}^{\tau} \ddot{x}^{2} d t$ varies with $S$.

## CHAPTER XV

## INDUCTION OF CURRENTS IN CONTINUOUS MEDIA

## General Equations.

528. We have seen that when the number $N$, of tubes of induction, which cross any circuit, is changing, there is an electromotive force $-\frac{d N}{d t}$ acting round the circuit. Thus a change in the magnetic field brings into play certain electric forces which would otherwise be absent.

We have now abandoned the conception of action at a distance, so that we must suppose that the electric force at any point depends solely on the changes in the magnetic field at that point. Thus at a point at which the magnetic field is changing, we see that there must be electric forces set up by the changes in the magnetic field, and the amount of these forces must be the same whether the point happens to coincide with an element of a closed conducting circuit or not.

Let $d s$ be an element of any closed circuit drawn in the field, either in a conducting medium or not, and let $X, Y, Z$ denote the components of electric intensity at this point. Then the work done by the electric forces on a unit electric charge in taking it round this circuit is

$$
\begin{equation*}
\int\left(X \frac{d x}{d s}+Y \frac{d y}{d s}+Z \frac{d z}{d s}\right) d s \tag{461}
\end{equation*}
$$

and this, by the principle just explained, must be equal to $-\frac{d N}{d t}$ where $N$ is the number of tubes of induction which cross this circuit.
529. We have (cf. § 437)

$$
\begin{equation*}
N=\iint(l a+m b+n c) d S \tag{462}
\end{equation*}
$$

so that on equating expression (461) to $-\frac{d N}{d t}$, we have

$$
\begin{equation*}
\int\left(X \frac{d x}{d s}+Y \frac{d y}{d s}+Z \frac{d z}{d s}\right) d s=-\iint\left(l \frac{d a}{d t}+m \frac{d b}{d t}+n \frac{d c}{d t}\right) d S . . \tag{463}
\end{equation*}
$$

The left-hand member is equal, by Stokes' Theorem (§ 438), to

$$
\iint\left\{l\left(\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}\right)+m\left(\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}\right)+n\left(\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}\right)\right\} d S,
$$

the integration being over the same area as that on the right hand of equation (463). Hence we have

$$
\iint\left\{l\left(\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}+\frac{d a}{d t}\right)+m\left(\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}+\frac{d b}{d t}\right)+n\left(\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}+\frac{d c}{d t}\right)\right\} d S=0 .
$$

This equation is true for every surface, so that not only must each integrand vanish, but it must vanish for all possible values of $l, m, n$. Hence each coefficient of $l, m, n$ must vanish separately. We must accordingly have

$$
\begin{align*}
& -\frac{d a}{d t}=\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z} .  \tag{464}\\
& -\frac{d b}{d t}=\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x} .  \tag{465}\\
& -\frac{d c}{d t}=\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y} . \tag{466}
\end{align*}
$$

530. The components $F, G, H$ of the magnetic vector-potential are given, as in equations (376), by

$$
\begin{equation*}
a=\frac{\partial H}{\partial y}-\frac{\partial G}{\partial z}, \text { etc. } \tag{467}
\end{equation*}
$$

On comparing these equations with equations (464)-(466), it is clear that the simplest solution for the vector-potential is given by the relations

$$
\begin{equation*}
\frac{\partial F}{\partial t}=-X, \quad \frac{\partial G}{\partial t}=-Y, \quad \frac{\partial H}{\partial t}=-Z \tag{468}
\end{equation*}
$$

If $F, G, H$ is the most general vector-potential, we must have relations of the form (cf. equations (375))

$$
\begin{equation*}
\frac{\partial F}{\partial t}=-X-\frac{\partial \Psi}{\partial x}, \text { etc. } \tag{469}
\end{equation*}
$$

where $\Psi$ is an arbitrary function replacing the $-\chi$ of equations (375).
531. Writing these relations in the form

$$
\begin{align*}
& X=-\frac{d F}{d t}-\frac{\partial \Psi}{\partial x}  \tag{470}\\
& Y=-\frac{d G}{d t}-\frac{\partial \Psi}{\partial y}  \tag{471}\\
& Z=-\frac{d H}{d t}-\frac{\partial \Psi}{\partial z} \tag{472}
\end{align*}
$$

we have equations giving the electric forces explicitly.

The function $\Psi$ has, so far, had no physical meaning assigned to it. Equations (470), (471), (472) shew that the electric force ( $X, Y, Z$ ) can be regarded as compounded of two forces:
(i) a force $\left(-\frac{d F}{d t},-\frac{d G}{d t},-\frac{d H}{d t}\right)$ arising from the changes in the magnetic field;
(ii) a force of components $\left(-\frac{\partial \Psi}{\partial x},-\frac{\partial \Psi}{\partial y},-\frac{\partial \Psi}{\partial z}\right)$ which is present when there are no magnetic changes occurring.

We now see that the second force is the force arising from the ordinary electrostatic field, so that we may identify $\Psi$ with the electrostatic potential when no changes are occurring. The meaning to be assigned to $\Psi$ when changes are in progress is discussed below (Chapter $\mathbf{x x}$ ).
532. If the medium is a conducting medium, the presence of the electric forces sets up currents, and the components $u, v, w$ of the current at any point are, as in § 374, connected with the currents by the equations

$$
X=\tau u, \quad Y=\tau v, \quad Z=\tau w,
$$

these equations being the expression of Ohm's Law, where $\tau$ is the specific resistance of the conductor at the point.

On substituting these values for $X, Y, Z$ in equations (464)-(466) or (470)-(472), we obtain a system of equations connecting the currents in the conductor with the changes in the magnetic field.
533. There is, however, a further system of equations expressing relations between the currents and the magnetic field. We have seen ( $\$ 480$ ) that a current sets up a magnetic field of known intensity, and since the whole magnetic field must arise either from currents or from permanent magnets, this fact gives rise to a second system of equations.

In a field arising solely from permanent magnetism, we can take a unit pole round any closed path in the field, and the total work done will be nil. Hence on taking a unit pole round a closed circuit in the most general magnetic ficld, the work done will be the same as if there were no permanent magnetism, and the whole field were due to the currents present. The amount of this work, as we have seen, is $4 \pi \Sigma i$, where $\Sigma i$ is the sum of all the currents which flow through the circuit round which the pole is taken. If $u, v, w$ are the components of current at any point, we have

$$
\Sigma i=\iint(l u+m v+n w) d S
$$

the integration being over any area which has the closed path as boundary. Hence our experimental fact leads to the equation

$$
\int\left(\alpha \frac{d x}{d s}+\beta \frac{d y}{d s}+\gamma \frac{d z}{d s}\right) d s=4 \pi \iint(l u+m v+n w) d S .
$$

Transforming the line integral into a surface integral by Stokes' Theorem (§ 438), we obtain the equation in the form

$$
\iint\left\{l\left(\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z}-4 \pi u\right)+m\left(\frac{\partial \alpha}{\partial z}-\frac{\partial \gamma}{\partial x}-4 \pi v\right)+n\left(\frac{\partial \beta}{\partial x}-\frac{\partial \alpha}{\partial y}-4 \pi w\right)\right\} d S=0 .
$$

As with the integral of §529, each integrand must vanish for all values of $l, m, n$, so that we must have

$$
\begin{align*}
4 \pi u & =\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z}  \tag{473}\\
4 \pi v & =\frac{\partial \alpha}{\partial z}-\frac{\partial \gamma}{\partial x}  \tag{474}\\
4 \pi w & =\frac{\partial \beta}{\partial x}-\frac{\partial \alpha}{\partial y} \tag{475}
\end{align*}
$$

534. If we differentiate these three equations with respect to $x, y, z$ respectively and add, we obtain

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}=0 \tag{476}
\end{equation*}
$$

of which the meaning (cf. § 375 , equation (311)) is that no electricity is destroyed or created or allowed to accumulate in the conductor.

The interpretation of this result is not that it is a physical impossibility for electricity to accumulate in a conductor, but that the assumptions upon which we are working are not sufficiently general to cover cases in which there is such an accumulation of electricity. It is easy to see directly how this has come about. The supposition underlying our equations is that the work done in taking a unit pole round a circuit is equal to $4 \pi$ times the total current flow through the circuit. It is only when equation (476) is satisfied by the current components that the expression "total flow through a circuit" has a definite significance : the current flow across every area bounded by the circuit must be the same. We shall see later (Chapter xvir) how the equations must be modified to cover the case of an elcetric flow in which the condition is not satisfied. For the present we proceed upon the supposition that the condition is satisficd.

## Currents in homogeneous media.

635. Let us now suppose that we are considering the currents in a homogeneous non-magnetised medium. We write

$$
a=\mu \alpha, \text { etc., } \quad X=\tau u, \text { etc. },
$$

in which $\mu$ and $\tau$ are constant. The systems of equations of $\$ 529$ and 533 now become

$$
\begin{align*}
-\mu \frac{d \alpha}{d t} & =\tau\left(\frac{\partial w}{\partial y}-\frac{\partial v}{\partial z}\right), \text { etc. }  \tag{477}\\
4 \pi u & =\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z}, \text { etc....... } \tag{478}
\end{align*}
$$

Differentiating equation (478) with respect to the time, we obtain

$$
\begin{aligned}
4 \pi \mu \frac{d u}{d t} & =\frac{\partial}{\partial y}\left(\mu \frac{d \gamma}{\partial t}\right)-\frac{\partial}{\partial z}\left(\mu \frac{d \beta}{d t}\right) \\
& =-\tau\left\{\frac{\partial}{\partial y}\left(\frac{\partial u}{\partial x}-\frac{\partial u}{\partial y}\right)-\frac{\partial}{\partial z}\left(\frac{\partial u}{\partial z}-\frac{\partial w}{\partial x}\right)\right\} \\
& =\tau\left\{\left(\frac{\partial^{2} u}{\partial x^{4}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial z^{2}}\right)-\frac{\partial}{\partial x}\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right)\right\} \\
& =\tau \nabla^{2} u,
\end{aligned}
$$

in virtue of equation (476).
Similar equations are satisfied by the other current-components, so that we have the system of differential equations

$$
\left.\begin{array}{l}
\frac{4 \pi}{\tau} \frac{d u}{d t}=\nabla^{2} u  \tag{479}\\
\frac{4 \pi \mu}{\tau} \frac{d v}{d t}=\nabla^{2} v \\
\frac{4 \pi \mu}{\tau} \frac{d w}{d t}=\nabla^{2} w
\end{array}\right\}
$$

If we eliminate the current-components from the system of equations (477) and (478), we obtain

$$
\begin{equation*}
\frac{4 \pi \mu}{\tau} \frac{d n}{d \bar{t}}=\nabla^{2} a \tag{480}
\end{equation*}
$$

and similar equations are satisfied by $b$ and $c$.
536. The equation which has been found to be satisfied by $u, v, w$, $\alpha, \beta$ and $\boldsymbol{\gamma}$ is the well-known equation of conduction of heat. Thus we see that the currents induced in a mass of metal, as well as the components of the magnetic field associated with these currents, will diffuse through the metal in the same way as heat diffuses through a uniform conductor.

## Rapidly alternating curvents.

637. The equations assume a form of special interest when the currents are alternating currents of high frequency. We may assume each component of current to be proportional to $e^{i p t}$ (cf. §514), and may then replace the operator $\frac{d}{d t}$ by the multiplier $i p$. The equations now assume the form

$$
\begin{align*}
& \frac{4 \pi \mu i p}{\tau} u=\nabla^{\mathbf{}} u \quad \ldots .  \tag{481}\\
& \frac{4 \pi \mu i p}{\tau} a=\nabla^{\mathbf{s}} a, \text { etc }
\end{align*}
$$

and if $p$ is so large that it may be treated as infinite, these equations assume the simple form

$$
\begin{aligned}
& u=v=w=0 \\
& a=b=c=0
\end{aligned}
$$

Thus for currents of infinite frequency, there is neither current nor magnetic field in the interior. The currents are confined to the surface, and the only part of the conductor which comes into play at all is a thin skin on the surface.

Equations (481) enable us to form an estimate of the thickness of this skin when the frequency of the currents is very great without being actually infinite.

At a point $O$ on the surface of the conductor, let us take rectangular axes so that the direction of the current is that of $0 x$ while the normal to the surface is $O z$. If the thickness of the skin is very small, we need not consider any region except that in the immediate neighbourhood of the origin, so that the problem is practically identical with that of current flowing parallel to $0 x$ in an infinite slab of metal having the plane $0 x y$ for a boundary.

Equation (481) reduces in this case to

$$
\frac{4 \pi \mu i p}{\tau} u=\frac{d^{2} u}{d z^{2}},
$$

and if we put $\frac{4 \pi \mu i p}{\tau}=\kappa^{2}$, the solution is

$$
u=A e^{-\kappa z}+B e^{\kappa z} .
$$

The value of $\kappa$ is found to be

$$
\kappa=\sqrt{\frac{2 \pi \mu p}{\tau}}(1+i)
$$

so that

$$
u=A e^{-\sqrt{\frac{2 \pi \mu p}{\tau}} z} e^{-\sqrt{\frac{2 \pi \mu p}{\tau}}{ }_{i z}}+B e^{\sqrt{\frac{2 \pi \mu p}{\tau}} z} e^{\sqrt{\frac{2 \pi \mu p}{\tau}} i z}
$$

and the condition that the current is to be confined to a thin skin may now be expressed by the condition that $u=0$ when $z=\infty$, and is accordingly $B=0$. The multiplier $A$ is independent of $z$, but will of course involve the time through the factor $e^{i p t}$; let us put $\boldsymbol{A}=u_{0} e^{i p t}$, and we then have the solution

$$
\left.u=u_{0} e^{-\sqrt{\frac{2 \pi \mu p}{\tau}} z} e^{i\left(p t-\sqrt{\frac{2 \pi}{2 \pi \mu p}} z^{\tau}\right.}\right) .
$$

Rejecting the imaginary part, we are left with the real solution

$$
u=u_{0} e^{-\sqrt{\frac{2 \pi \mu p}{\tau}} z} \cos \left(p t-\sqrt{\frac{2 \pi \mu p}{\tau}} z\right)
$$

from which we see that as we pass inwards from the surface of the conductor, the phase of the current changes at a uniform rate, while its amplitude decreases exponentially.

We can best form an idea of the rate of decrease of the amplitude by considering a concrete case. For copper we may take (in c.g.s. electromagnetic units) $\mu=1, \tau=1600$. Thus for a current which alternates 1000 times per second, we have

$$
p=2 \pi \times 1000, \quad \sqrt{\frac{2 \pi \mu p}{\tau}}=5 \text { approximately. }
$$

It follows that at a depth of 1 cm . the current will be only $e^{-6}$ or 0067 times its value at the surface. Thus the current is practically contined to a skin of thickness 1 cm .

The total current per unit width of the surface at a time $t$ is $\int_{z=0}^{z=\infty} u d z$, of which the value is found to be

$$
\frac{u_{0} \cos \left(p t-\frac{\pi}{4}\right)}{\sqrt{\frac{4 \pi \mu p}{\tau}}}
$$

Thus, if we denote the amplitude of the aggregate current by $U$, the value of $u_{0}$ will be $U \sqrt{ } \frac{/ 4 \pi \mu p}{\tau}$.

The heat generated per unit time in a strip of unit width and unit length is

$$
\begin{aligned}
& 7 \int_{t=0}^{t=1} \int_{z=0}^{z=\infty} u^{2} d t d z \\
& \quad=\frac{1}{2} \tau u_{0}^{2} \int_{z=0}^{z=\infty} e^{-2} \sqrt{\frac{2 \pi \mu p}{\tau}} z \\
& \quad=\frac{1}{2} \tau U^{2} \sqrt{\frac{2 \pi \mu p}{\tau}}
\end{aligned}
$$

Thus the resistance of the conductor is the same as would be the resistance for steady currents of a skin of depth $2 / \sqrt{\frac{2 \pi \mu p}{\tau}}$.

The rosults we have obtained will suffice to explain why it is that the conductors used to convey rapidly alternating currents are made hollow, as also why it is that lightning conductors are made of strips, rather than cylinders, of metal.

## Plane Current-sheets.

538. We next examine the phenomenon of the induction of currents in a plane sheet of metal.

Let the plane of the current-sheet be taken to be $z=0$. Let us introduce a current-function $\Phi$, which is to be defined for every point in the sheet by the statement that the total strength of all the currents which flow between the point and the boundary is $\Phi$. Then the currents in the sheet are known when the value of $\Phi$ is known at every point of the sheet. If we assume that no electricity is introduced into, or removed from, the current-sheet, or allowed to accumulate at any point of it, then clearly $\Phi$ will be a singlevalued function of position on the sheet.

The equation of the current-lines will be $\Phi=$ constant, and the line $\Phi=0$ will be the boundary of the current-sheet. Between the lines $\Phi$ and $\Phi+d \Phi$ we have a current of strength $d \Phi$ flowing in a closed circuit. The magnetic field produced by this current is the same as that produced by a magnetic shell of strength $d \Phi$ coinciding with that part of the currentsheet which is enclosed by this circuit, so that the magnetic effect of the whole system of currents in the sheet is that of a shell coinciding with the sheet and of variable strength $\Phi$. This again may be replaced by a distribution of magnetic poles of surface density $\Phi / \mathbf{\varepsilon}$ on the positive side of the sheet, together with a distribution of surface density $-\Phi / \varepsilon$ on the negative side of the sheet, where $\epsilon$ is the thickness of the sheet.

Let $P$ denote the potential at any point of a distribution of poles of strength $\Phi$, so that

$$
\begin{equation*}
P=\iint \frac{\Phi}{r} d x^{\prime} d y^{\prime} \tag{482}
\end{equation*}
$$

where $d x^{\prime} d y^{\prime}$ is any element of the sheet. The magnetic potential at any point outside the current-sheet of the field produced by the currents is then

$$
\begin{equation*}
\Omega=-\frac{\partial P}{\partial z} \tag{483}
\end{equation*}
$$

If $\sigma$ is the resistance of a unit square of the sheet at any point, and $u, v$ the components of current, we have, by Ohm's Law,

$$
X=\sigma u, \quad Y=\sigma v .
$$

The components $u, v$ are readily found to be given by

$$
u=\frac{\partial \Phi}{\partial y}, \quad v=-\frac{\partial \Phi}{\partial x},
$$

so that we have the equations

$$
\begin{equation*}
X=\sigma \frac{\partial \Phi}{\partial y}, \quad Y=-\sigma \frac{\partial \Phi}{\partial x} \tag{484}
\end{equation*}
$$

true at every point of the sheet.
Hence, by equation (466),

$$
\begin{equation*}
-\frac{d c}{d t}=\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}=-\sigma\left(\frac{\partial^{2} \Phi}{\partial x^{2}}+\frac{\partial^{2} \Phi}{\partial y^{2}}\right) \tag{485}
\end{equation*}
$$

The total magnetic field consists of the part of potential $\Omega$ due to the currents and a part of potential (say) $\Omega^{\prime}$, due to the magnetic system by which the currents are induced. Thus the total magnetic potential is $\Omega+\Omega^{\prime}$, and at a point just outside the current-sheet (taking $\mu=1$ )

$$
-\frac{d c}{d t}=\frac{d}{d t} \frac{\partial}{\partial z}\left(\Omega+\Omega^{\prime}\right)
$$

the equation (485) becomes

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial}{\partial z}\left(\Omega+\Omega^{\prime}\right)=-\sigma\left(\frac{\partial^{2} \Phi}{\partial x^{2}}+\frac{\partial^{2} \Phi}{\partial y^{2}}\right) . \tag{486}
\end{equation*}
$$

The function $P$ (equation (482)) is the potential of a distribution of poles of surface density $\Phi$ on the sheet. Hence $P$ satisfies Laplace's equation at all points outside the sheet, and at a point just outside the sheet and on its positive face $-\frac{\partial P}{\partial z}=2 \pi \Phi$.

Hence, at a point just outside the positive face of the sheet,

$$
\begin{aligned}
\frac{\partial^{2} \Phi}{\partial x^{2}}+\frac{\partial^{2} \Phi}{\partial y^{2}} & =-\frac{1}{2 \pi}\left(\frac{\partial^{3} P}{\partial x^{2} \partial z}+\frac{\partial^{3} P}{\partial y^{2} \partial z}\right) \\
& =\frac{1}{2 \pi} \frac{\partial^{3} P}{\partial z^{3}} \\
& =-\frac{1}{2 \pi} \frac{\partial^{2} \Omega}{\partial z^{2}}
\end{aligned}
$$

by equation (483), so that equation (486) becomes

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial}{\partial z}\left(\Omega+\Omega^{\prime}\right)=\frac{\sigma}{2 \pi} \frac{\partial^{2} \Omega}{\partial z^{2}} \tag{487}
\end{equation*}
$$

and similarly, at the negative face of the sheet, we have the equation

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial}{\partial z}\left(\Omega+\Omega^{\prime}\right)=-\frac{\sigma}{2 \pi} \frac{\partial^{2} \Omega}{\partial z^{2}} \tag{488}
\end{equation*}
$$

## Finite Current-sheets.

539. Suppose that in an infinitesimal interval any pole of strength $m$ moves from $P$ to $Q$. This movement may be represented by the creation of a pole of strength $-m$ at $P$ and of one of strength $+m$ at $Q$. Thus
the most general motion of the inducing field may be replaced by the creation of a series of poles. The simplest problem arises when the inducing field is produced by the sudden creation of a single pole, and the solution of the most general problem can be obtained from the solution of this simple problem by addition.

From equations (487) and (488) it is clear that $\frac{d}{d t} \frac{\partial}{\partial z}\left(\Omega+\Omega^{\prime}\right)$ remains finite on both surfaces of the sheet during the sudden creation of a new pole, so that $\frac{\partial}{\partial z}\left(\Omega+\Omega^{\prime}\right)$ remains unaltered in value over the whole surface of the sheet. Let the increment in $\frac{\partial}{\partial z}\left(\Omega+\Omega^{\prime}\right)$ at any point in space be denoted by $\Delta$, then $\Delta$ is a potential of which the poles are known in the space outside the sheet, and of which the value is known to be zero over the surface of the sheet. The methods of Chapter vin are accordingly available for the determination of $\Delta$ : the required value of $\Delta$ is the electrostatic potential when the current-sheet is put to earth in the presence of the point charges which would give a potential $\frac{\partial \Omega^{\prime}}{\partial z}$ if the sheet were absent.

Physically, the fact that $\frac{\partial}{\partial z}\left(\Omega+\Omega^{\prime}\right)$ remains unaltered over the whole surface of the sheet means that the field of force just outside the sheet remains unaltered, and hence that currents are instantaneously induced in the sheet such that the lines of force at the surfaces of the sheet remain unaltered.

The induced currents can be found for any shape of current-sheet for which the corresponding electrostatic problem can be solved*, but in general the results are too complicated to be of physical interest.

## Infinite Plane Current-sheet.

540. Let the current-sheet be of infinite extent, and occupy the whole of the plane of $x y$, and let the moving magnetic system be in the region in which $z$ is negative. Then throughout the region for which $z$ is positive the potential $\Omega+\Omega^{\prime}$ has no poles, and hence the potential

$$
\frac{d}{d t} \frac{\partial}{\partial z}\left(\Omega+\Omega^{\prime}\right)-\frac{\sigma}{2 \pi} \frac{\partial^{2} \Omega}{\partial z^{2}}
$$

[^19]has no poles. Moreover this potential is a solution of Laplace's equation, and vanishes over the boundary of the region, namely at infinity and over the plane $z=0$ (cf. equation (487)). Hence it vanishes throughout the whole region (cf. § 186), so that equation (487) must be true at every point in the region for which $z$ is positive. We may accordingly integrate with respect to $z$ and obtain the equation in the form
\[

$$
\begin{equation*}
\frac{d}{d t}\left(\Omega+\Omega^{\prime}\right)=\frac{\sigma}{2 \pi} \frac{\partial \Omega}{\partial z} \tag{489}
\end{equation*}
$$

\]

no arbitrary function of $x, y$ being added because the equation must be satisfied at infinity.

The motion of the system of magnets on the negative side of the sheet may be replaced, as in $\$ 539$, by the instantaneous creation of a number of poles. At the creation of a single pole currents are set up in the sheet such that $\Omega+\Omega^{\prime}$ remains unaltered (cf. equation (489)) on the positive side of the shect. Thus these currents form a magnetic screen and shield the space on the positive side of the sheet from the effects of the magnetic changes on the negative side.

To examine the way in which these currents decay under the influence of resistance and self-induction, we put $\Omega^{\prime}=0$ in equation (489), and find that $\Omega$ inust be a solution of the equation

$$
\frac{d \Omega}{d t}=\frac{\sigma}{2 \pi} \frac{\partial \Omega}{\partial z}
$$

The general solution of this equation is

$$
\Omega=f\left(x, y, z+\frac{\sigma}{2 \pi} t\right)
$$

and this corresponds $t \mathrm{t}$ the initial value

$$
\Omega=f(x, y, z) .
$$

Thus the decay of the currents can be traced by taking the field of potential $\Omega$ at time $t=0$ and moving it parallel to the axis of $z$ with a velocity $\frac{\sigma}{2 \pi}$.

## EXAMPLES.

1. Prove that the currents induced in a solid with an infinite plane face, owing to magnetic changes near the face, circulate parallel to it, and may be regarded as due to the diffiusion into the solid of current-sheets induced at eich instant on the surface so as to screen off the magnetic changes from the interior.

Shew that for periodic changes, the current penetrates to a depth proportional to the square root of the period. Give a solution for the case in which the strength of a fixed inducing magnet varics as cos $p t$.
2. A magnctic system is moving towards an infinite plane conducting sheet with velocity 2 . Shew that the magnetic potential on the other side of the sheet is the same as it would be if the sheet were away, and the streugths of all the elements of the magnetic system were changed in the ratio $R /(R+w)$, where $2 \pi R$ is the specitic resistance of the sheet per unit area. Shew that the result is unaltered if the system is moving away from the sheet, and examine the case of $w=-k$.

If the system is a magnetic particle of mass $M$ and moment $m$, with its axis perpendicular to the sheet, prove that if the particle has been projected at right angles to the sheet, then when it is at a distance $z$ from the sheet, its velocity $\dot{z}$ is given by

$$
\frac{1}{2} M(\dot{z}-R)^{2}=C-m^{2} / 3 z^{3}
$$

3. A small magnet horizontally magnetised is moving with a velocity $u$ parallel to a thin horizontal plate of metal. Shew that the retarding force on the magnet due to the currents induced in the plate is

$$
\frac{m^{2}}{(2 c)^{4}} \frac{u R}{Q(\mathcal{Q}+R)^{\prime}}
$$

wherc $m$ is the moment of the magnet, $c$ its distance above the plate, $2 \pi R$ the resistance of a sq. cm. of the plate, and $Q^{3}=u^{2}+R^{2}$.
4. A slowly alternating current $I \cos p t$ is traversing a small circular coil whose magnetic moment for a unit current is $M$. A thin spherical shell, of radius $a$ and specific resistance $\sigma$, has its centre on the axis of the coil at a distance $f$ from the centre of the coil. Shew that the currents in the shell form circles round the axis of the coil, and that the strength of the current in any circle whose radius subtends an angle $\cos ^{-1} \mu$ at the centre is

$$
\begin{gathered}
\frac{M}{4 \pi f^{2}} \frac{I\left(1-\mu^{2}\right)^{\frac{1}{2}}}{a} \Sigma(2 n+1)\left(\frac{a}{f}\right)^{n} \frac{\partial P_{n}}{\partial \mu} \cos \epsilon_{n} \cos \left(p t-\epsilon_{n}\right), \\
\tan \epsilon_{n}=\frac{(2 n+1) \sigma}{4 \pi p u} .
\end{gathered}
$$

5. An infinite iron plate is bounded by the parallel planes $x=h, x=-h$; wire is wound uniformly round the plate, the layers of wire being parallel to the axis of $y$. If an alternating current is sent through the wire producing outside the plate a magnetic force $H_{0} \cos p t$ parallel to $z$, prove that $H$, the magnetic force in the plate at a distance $x$ from the centre, will be given by
where

$$
\begin{aligned}
H & =H_{0}\left(\frac{\cosh 2 m x+\cos 2 m x}{\cosh 2 m h+\cos 2 m h}\right)^{\frac{3}{2}} \cos (p t+\beta), \\
\tan \beta & =\frac{\sinh m(h+x) \sin m(h-x)-\sinh m(h-x) \sin m(h+x)}{\cosh \frac{m(h+x) \cos m(h-x)+\cosh m(h-x)}{m} \cos m} \frac{(h+x)}{(h+x)}
\end{aligned}
$$

Discuss the special cases of (i) $m h$ small, (ii) $m h$ large.

## CHAPTER XVI

## DYNAMICAL THEORY OF CURRENTS

## General Theory of Dynamical Systems.

541. We have so far developed the theory of electromagnetism by starting from a number of simple data which are furnished or confirmed by experiment, and examining the mathematical and physical consequences which can be deduced from these data.

There are always two directions in which it is possible for a theoretical science to proceed. It is possible to start from the simple experimental data and from these to deduce the theory of more complex phenomena. And it may also be possible to start from the experimental data and to analyse these into something still more simple and fundamental. We may, in fact, either advance from simple phenomena to complex, or we may pass backwards from simple phenomena to phenomena which are still simpler, in the sense of bcing more fundamental.

As an example of a theoretical science of which the development is almost entirely of the second kind may be mentioned the Dynamical Theory of Gases. The theory starts with certain simple experimental data, such as the existence of pressure in a gas, and the relation of this pressure to the temperature and density of a gas. And the theory is developed by shewing that these phenomena may be regarded as consequences of still more fundamental phenomena, namely the motion of the molecules of the gas.

In our development of electromagnetic theory there has so far been but little progress in this second direction. It is true that we have seen that the phenomena from which we started-such as the attractions and repulsions of electric charges, or the induction of electric currents-may be interpreted as the consequences of other and more fundamental phenomena taking place in the ether by which the material systems are suriounded. We have even obtained formulae for the stresses and the energy in the ether. But it has not been possible to proceed any further and to explain the existence of these stresses and encrgy in terms of the ultinate mechanism of the ether.

The reason why we have been brought to a halt in the development of electromagnetic theory will become clear as soon as we contrast this theory with the theory of gases. The ultimate mechanism with which the theory of gases is concerned is that of molecules in motion, and we know (or at least can provisionally assume that we know) the ultimate laws by which this motion is governed. On the other hand the ultimate mechanism with which electromagnetic theory is concerned is that of action in the ether, and we are in utter ignorance of the ultimate laws which govern action in the ether. We do not know how the ether behaves, and so can make no progress towards explaining electromagnetic phenomena in terms of the behaviour of the ether.
542. There is a branch of dynamics which attempts to explain the relation between the motions of certain known parts of a mechanism, even when the nature of the remaining parts is completely unknown. We turn to this branch of dynamics for assistance in the present problem. The whole mechanism before us consists of a system of charged conductors, magnets, currents, etc., and of the ether by which all these are connected. Of this mechanism one part (the motion of the material bodies) is known to us, while the remainder (the flow of electric currents, the transmission of action by the ether, etc.) is unknown to us, except indirectly by its effect on the first part of the mechanism.
543. An analogy, first suggested by Professor Clerk Maxwell, will explain the way in which we are now attacking the problem.

Imagine that we have a complicated machine in a closed room, the only connection between this machine and the exterior of the room being by means of a number of ropes which hang through holes in the floor into the room beneath. A man who cannot get into the room which contains the machine will have no opportunity of actually inspecting the mechanism, but he can manipulate it to a certain extent by pulling the different ropes. If, on pulling one rope, he finds that others are set into motion, he will understand that the ropes must be connected by some kind of mechanism above, although he may be unable to discover the exact nature of this mechanism.

In this analogy, the concealed mechanism is supposed to represent those parts of the universe which do not directly affect our senses-e.g. the ether-while the ropes represent those parts of which we can observe the motion-e.g. material bodics. In nature, there are certain acts which we can perform (analogous to the pulling of certain ropes), and these are invariably followed by certain consequences (analogous to the motion of other ropes), but the ultimate mechanism by which the cause produces the effect is unknown. For instance we can close an electric circuit by pressing a koy, and the needle of a distant galvanometer may be set into motion. We infer that there must be some mechanism comnecting the two, but the nature of this mechanism is almost completely unknown.

Suppose now that an observer may handle the ropes, but may not penetrate into the room above to examine the mechanism to which they are
attached. He will know that whatever this mechanism may be, certain laws must govern the manipulation of the ropes, provided that the mechanism is itself subject to the ordinary laws of mechanics.

To take the simplest illustration, suppose that there are two ropes only, $A$ and $B$, and that when rope $A$ is pulled down a distance of one inch, it is found that rope $B$ rises through two inches. The mechanism connecting $A$ and $B$ may be a lever or an arrangement of pulleys or of clockwork, or something different from any of these. But whatever it is, provided that it is subject to the laws of dynamics, the experimenter will know, from the mechanical principle of "virtual work," that the downward motion of rope $A$ can be restrained on applying to $B$ a force equal to half of that applied to $A$.
544. The branch of dynamics of which we are now going to make use enables us to predict what relation there ought to be between the motions of the accessible parts of the mechanism. If these predictions are borne out by experiment, then there will be a presumption that the concealed mechanism is subject to the laws of dynamics. If the predictions are not confirmed by experiment, we shall know that the concealed mechanism is not governed by the laws of dynamics.

## Hamilton's Principle.

545. Suppose, first, that we have a dynamical system composed of discrete particles, each of which moves in accordance with Newton's Laws of Motion. Let any typical particle of mass $m_{1}$ have at any instant $t$ coordinates $x_{1}, y_{1}, z_{1}$ and components of velocity $u_{1}, v_{1}, w_{1}$, and let it be acted on by forces of which the resultant has components $X_{1}, Y_{1}, Z_{1}$. Then, since the motion of the particle is assumed to be governed by Newton's Laws, we have

$$
\begin{align*}
& m_{1} \frac{d u_{1}}{d t}=X_{1}  \tag{490}\\
& n_{1} \frac{d v_{1}}{d t}=Y_{1}  \tag{491}\\
& m_{1} \frac{d w_{1}}{d t}=Z_{1} \tag{492}
\end{align*}
$$

Let us compare this motion with a slightly different mution, in which Newton's Laws are not obeyed. At the instint $t$ let the coordinates of this same particle he $x_{1}+\delta x_{1}, y_{1}+\delta y_{1}, z_{1}+\delta z_{1}$ and let its components of velocity be $u_{1}+\delta u_{1}, v_{1}+\delta u_{1}, v_{1}+\delta w_{1}$. Let us multiply equations (490), (491) and (492) by $\delta x_{1}, \delta y_{1}, \delta z_{1}$ respectively, and add. We obtain

$$
n_{1}\left(\frac{d u_{1}}{d t} \delta x_{1}+\frac{d n_{1}}{d t} \delta y_{1}+\frac{d y_{1} 1_{1}}{d t} \delta z_{1}\right)=X_{1} \delta x_{1}+Y_{1} \delta y_{1}+Z_{1} \delta z_{1} \ldots \text { (493). }
$$

Now

$$
\begin{aligned}
\frac{d u_{1}}{d t} \delta x_{1} & =\frac{d}{d t}\left(u_{1} \delta x_{1}\right)-u_{1} \frac{d}{d t}\left(\delta x_{1}\right) \\
& =\frac{d}{d t}\left(u_{1} \delta x_{1}\right)-u_{1} \delta u_{1} .
\end{aligned}
$$

If we sum equation (493) for all the particles of the system, replacing the terms on the left by their values as just obtained, we arrive at the equation

$$
\begin{align*}
\frac{d}{d t} \Sigma m_{1}\left(u_{1} \delta x_{2}+v_{1} \delta y_{1}+w_{1} \delta z_{1}\right)-\Sigma m_{1} & \left(u_{1} \delta u_{1}+v_{1} \delta v_{1}+w_{1} \delta w_{1}\right) \\
& =\Sigma\left(X_{1} \delta x_{1}+Y_{1} \delta y_{1}+Z_{1} \delta z_{1}\right) \tag{494}
\end{align*}
$$

Let $T$ denote the kinetic energy of the actual motion, and $T+\delta T$ that of the slightly varied motion, then
so that

$$
\begin{gathered}
\boldsymbol{T}=\frac{1}{2} \sum m_{1}\left(u_{1}^{2}+v_{1}^{2}+w_{1}^{2}\right), \\
\delta T=\Sigma m_{1}\left(u_{1} \delta u_{1}+v_{1} \delta v_{1}+w_{1} \delta w_{1}\right),
\end{gathered}
$$

and this is the value of the second term in equation (494).
If $W$ and $W+\delta W$ are the potential energies of the two configurations (assuming the forces to form a conservative system), we have

$$
W=-\Sigma \int^{x_{1} y_{1} z_{1}}\left(X_{1} d x_{1}+Y_{1} d y_{1}+Z_{1} d z_{1}\right)
$$

and

$$
\delta W=-\Sigma\left(X_{1} \delta x_{1}+Y_{1} \delta y_{1}+Z_{1} \delta z_{1}\right),
$$

and so the value of the right-hand member of equation (494) is $-\delta W$.
We may now rewrite equation (494) in the form

$$
\delta(T-W)=\frac{d}{d t} \Sigma m_{1}\left(u_{1} \delta x_{1}+v_{1} \delta y_{2}+w_{1} \delta z_{2}\right) .
$$

This equation is true at every instant of the motion. Let us integrate it throughout the whole of the motion, say from $t=0$ to $t=\tau$. We obtain

$$
\begin{equation*}
\delta \int_{0}^{\tau}(T-W) d t=\left[\sum m_{1}\left(u_{1} \delta x_{1}+v_{1} \delta y_{2}+w_{1} \delta z_{1}\right)\right]_{t=0}^{t=\tau} . \tag{495}
\end{equation*}
$$

The displaced motion has been supposed to be any motion which differs only slightly from the actual motion. Let us now limit it by the restriction that the configurations at the beginning and end of the motion are to coincide with those of the actual motion, so that the displaced motion is now to be one in which the system starts from the same configuration as in the actual motion at time $t=0$, and, after passing through a series of configurations slightly different from those of the actual motion, finally ends in the same configuration at time $t=\tau$ as that of the actual motion. Mathematically this new restriction is expressed by saying that at times $t=0$ and $t=\tau$ we must have $\delta x=\delta y=\delta z=0$ for each particle. Equation (495) now becomes

$$
\begin{equation*}
\delta \int_{0}^{T}(T-W) d t=0 \tag{496}
\end{equation*}
$$

546. Speaking of the two parts of the mechanism under discussion as the "accessible" and "concealed" parts, let us suppose that the kinetic and potential energies $T$ and $W$ depend only on the configuration of the
accessible parts of the mechanism. Then throughout any imaginary motion of the accessible parts of the system we shall have a knowledge of $T$ and $W$ at every instant, and hence shall be able to calculate the value of

$$
\int_{0}^{\tau}(T-W) d t \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . . . . . . . . . . . . . . . . . .(497) .
$$

We can imagine an infinite number of motions which bring the system from one configuration $A$ at time $t=0$ to a second configuration $B$ at time $t=\tau$, and we can calculate the value of the integral for each. Equation (496) shews that those motions for which the value of the integral is stationary would be the motions actually possible for the system. Having found which these motions were, we should have a knowledge of the changes in the accessible parts of the system, although the concealed parts remained unknown to us, both as regards their nature and their motion.
547. Equation (496) has been proved to be true only for a system consisting of discrete material particles. At the same time the equation itself contains, in its form, no reference to the existence of discrete particles. It is at least possible that the equation may be the expression of a general dynamical principle which is true for all systems whether they consist of discrete particles or not. We cannot of course know whether or not this is so. What we have to do in the present chapter is to examine whether the phenomena of electric currents are in accordance with this equation. We shall find that they are, but we shall of course have no right to deduce from this fact that the ultimate mechanism of electric currents is to be found in the motion of discrete particles. Before setting to work on this problem, however, we shall express equation (496) in a different form.

## Lagrange's Equations for Conservative Systems of Forces.

548. Let $\theta_{1}, \theta_{2}, \ldots \theta_{n}$ be a set of quantities assuciated with a mechanical system such that when their value is known, the configuration of the system is fully determined. Then $\theta_{1}, \theta_{2}, \ldots \theta_{n}$ are known as the generalised coordinates of the system.

The velocity of any moving particle of the system will depend on the values of $\frac{d \theta_{1}}{d t}, \frac{d \theta_{2}}{d t}$, etc. Let us denote these quantities by $\dot{\theta}_{1}, \dot{\theta}_{2}$, etc. Let $x$ be a Cartesian coordinate of any moving particle. Then by hypothesis $a$ is a function of $\theta_{1}, \theta_{\mathbf{g}}, \ldots$, say

$$
x=f\left(\theta_{1}, \theta_{2}, \ldots\right),
$$

so that by differentiation,

$$
\frac{d x}{d t}=\frac{\partial f}{\partial \theta_{1}} \dot{\theta}_{2}+\frac{\partial f}{\partial \theta_{2}} \dot{\theta}_{2}+\ldots
$$

Thus each component of velocity of each moving particle will be a linear function of $\dot{\theta}_{1}, \dot{\theta}_{2}, \ldots$, from which it follows that the kinetic energy of motion of the system must be a quadratic function of $\dot{\theta}_{1}, \dot{\theta}_{2}, \ldots$, the coefficients in this function being of course functions of $\theta_{1}, \theta_{2}, \ldots$

Let us denote $T-W$ by $L$, so that $L$ is a function of $\theta_{1}, \theta_{9}, \ldots \theta_{n}$, and of $\dot{\theta}_{1}, \dot{\theta}_{3}, \ldots \dot{\theta}_{n}$, say

$$
L=\phi\left(\theta_{1}, \theta_{2}, \ldots \theta_{n}, \dot{\theta}_{1}, \dot{\theta}_{2}, \ldots \dot{\theta}_{n}\right) .
$$

If $L+\delta L$ is the value of $L$ in the displaced configuration $\theta_{1}+\delta \theta_{1}$, $\theta_{2}+\delta \theta_{3}, \ldots \theta_{n}+\delta \theta_{n}$, we have

$$
\delta L=\frac{\partial \phi}{\partial \theta_{1}} \delta \theta_{1}+\ldots+\frac{\partial \phi}{\partial \theta_{n}} \delta \theta_{n}+\frac{\partial \phi}{\partial \dot{\theta}_{1}} \delta \dot{\theta}_{1}+\ldots,
$$

so that equation (496), which may be put in the form

$$
\int_{0}^{\tau} \delta L d t=0
$$

now assumes the form

$$
\begin{equation*}
\int_{0}^{r}\left(\sum_{1}^{n} \frac{\partial L}{\partial \theta_{1}} \delta \theta_{1}+\sum_{1}^{n} \frac{\partial L}{\partial \dot{\theta}_{1}} \delta \dot{\theta}_{1}\right) d t=0 \tag{498}
\end{equation*}
$$

We have

$$
\begin{aligned}
\delta \dot{\theta}_{1} & =\left(\dot{\theta}_{1}+\delta \dot{\theta}_{1}\right)-\dot{\theta}_{1} \\
& =\frac{d}{d t}\left(\theta_{1}+\delta \theta_{1}\right)-\frac{d \theta_{1}}{d t} \\
& =\frac{d}{d t}\left(\delta \theta_{1}\right)
\end{aligned}
$$

so that

$$
\begin{aligned}
\int_{0}^{\tau} \frac{\partial L}{\partial \dot{\theta}_{1}} \delta \dot{\theta}_{1} d t & =\int_{0}^{\tau} \frac{\partial L}{\partial \dot{\theta}_{1}} \frac{d}{d t}\left(\delta \theta_{1}\right) d t \\
& =-\int_{0}^{\tau} \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\theta}_{1}}\right) \delta \theta_{1} d t+\left[\frac{\partial L}{\partial \dot{\theta}_{1}} \delta \theta_{1}\right]_{0}^{r}
\end{aligned}
$$

The last term vanishes since, by hypothesis, $\delta \theta_{1}$ vanishes at the beginning and end of the motion, and equation (498) now assumes the form

$$
\int_{0}^{T} \sum_{1}^{n}\left\{\frac{\partial I}{\partial \theta_{1}}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\theta}_{1}}\right)\right\} \delta \theta_{1} d t=0 .
$$

Let us denote the integrand, namely

$$
\sum_{1}^{n}\left\{\frac{\partial L}{\partial \theta_{1}}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\theta}_{1}}\right)\right\} \delta \theta_{1}
$$

by $I$, so that the equation becomes

$$
\int_{0}^{r} I d t=0 .
$$

The varied motion is entirely at our disposal, except that it must be continuous and must be such that the configurations in the varied motion coincide with those in the actual motion -at the instants $t=0$ and $t=\pi$. Thus the values of $\delta \theta_{1}, \delta \theta_{2}, \ldots$ at every instant may be any we please which are permitted by the mechanism of the system, except that they must be continuous functions of $t$ and must vanish when $t=0$ and when $t=\tau$. Whatever series of values we assign to $\delta \theta_{1}, \delta \theta_{2}, \ldots$, we have seen that the equation

$$
\int_{0}^{\tau} I d t=0
$$

is true. Hence the value of $I$ must vanish at every instant, and we must have

$$
\begin{equation*}
\sum_{1}^{n}\left\{\frac{\partial L}{\partial \theta_{1}}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\theta}_{1}}\right)\right\} \delta \theta_{1}=0 \tag{4999}
\end{equation*}
$$

549. At this stage there are two alternatives to be considered. It may be that whatever values are assigned to $\delta \theta_{1}, \delta \theta_{2}, \ldots \delta \theta_{n}$, the new configuration $\theta_{1}+\delta \theta_{1}, \theta_{2}+\delta \theta_{2}, \ldots \theta_{n}+\delta \theta_{n}$ will be a possible configuration-that is to say, will be one in which the system can be placed without violating the constraints imposed by the mechanism of the system. In this case equation (499) must be true for all values of $\delta \theta_{1}, \delta \theta_{2}, \ldots \delta \theta_{n}$, so that each term must vanish separately, and we have the system of equations

$$
\frac{\partial L}{\partial \theta_{s}}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\theta}_{s}}\right)=0, \quad(s=1,2, \ldots n) .
$$

There are $n$ equations between the $n$ variables $\theta_{1}, \theta_{2}, \ldots \theta_{n}$ and the time. Hence these equations enable us to trace the changes in $\theta_{1}, \theta_{3}, \ldots \theta_{n}$ and to express their values as functions of the time and of the initial values of $\theta_{1}, \theta_{2}, \ldots \theta_{n}, \dot{\theta}_{1}, \dot{\theta}_{2}, \ldots \dot{\theta}_{n}$.
550. Next, suppose that certain constraints are imposed on the values of $\theta_{1}, \theta_{2}, \ldots \theta_{n}$ by the mechanism of the system. Let these be $m$ in number, and let them be such that the small increments $\delta \theta_{1}, \delta \theta_{2}, \ldots \delta \theta_{n}$ are connected by equations of the form

$$
\begin{align*}
& a_{1} \delta \theta_{1}+a_{n} \delta \theta_{2}+\ldots+a_{n} \delta \theta_{n}=0  \tag{501}\\
& b_{1} \delta \theta_{1}+b_{2} \delta \theta_{2}+\ldots+b_{n} \delta \theta_{n}=0  \tag{502}\\
& \text { etc. }
\end{align*}
$$

Then equation (499) must be true for all values of $\delta \theta_{1}, \delta \theta_{3}, \ldots$ which are such as also to satisfy equations (501), (502), etc. Let us multiply equations (501), (502), $\ldots$ by $\lambda, \mu, \ldots$ and add to equation (409).

We obtain an equation of the form

$$
\begin{equation*}
\sum_{1}^{n}\left\{\frac{\partial L}{\partial \theta_{1}}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\theta}_{1}}\right)+\lambda a_{1}+\mu b_{1}+\ldots\right\} \delta \theta_{1}=0 \tag{503}
\end{equation*}
$$

Let us assign arbitrary values to $\delta \theta_{m+1}, \delta \theta_{m+2}, \ldots \delta \theta_{n}$, and then assign to the $m$ quantities $\delta \theta_{1}, \delta \theta_{2}, \ldots \delta \theta_{m}$ the values given by the $m$ equations (501), (502), etc. In this way we obtain a system of values for $\delta \theta_{1}, \delta \theta_{2}, \ldots \delta \theta_{n}$ which is permitted by the constraints of the system.

The $m$ multipliers $\lambda, \mu, \ldots$ are at our disposal : let these be supposed to be chosen so that the $m$ equations

$$
\begin{equation*}
\frac{\partial L}{\partial \theta_{s}}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\theta}_{s}}\right)+\lambda a_{s}+\mu b_{s}+\ldots=0, \quad(s=1,2, \ldots m) \ldots \ldots \tag{504}
\end{equation*}
$$

are satisfied. Then equation (503) reduces to

$$
\begin{equation*}
\sum_{m+1}^{n}\left\{\frac{\partial L}{\partial \theta_{s}}-\frac{d}{d t}\left(\frac{\partial L}{\partial \ddot{\theta}_{s}}\right)+\lambda a_{s}+\mu b_{s}+\ldots\right\} \delta \theta_{s}=0 \tag{505}
\end{equation*}
$$

and since arbitrary values have been assigned to $\delta \theta_{m+1}, \ldots \delta \theta_{n}$, it follows that each coefficient in this equation must vanish separatcly. Combining the system of equations so obtained with equations (504), we obtain the complete system of equations

$$
\frac{\partial L}{\partial \theta_{s}}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\theta}_{s}}\right)+\lambda a_{s}+\mu b_{s}+\ldots=0, \quad(s=1,2, \ldots n) \ldots \ldots .(506) .
$$

Lagrange's Equations for General (including Non-conservative) Forces.
551. If the system of forces is not a conservative system, we cannot replace the expression

$$
\Sigma\left(X_{1} \delta x_{1}+Y_{1} \delta y_{1}+Z_{1} \delta z_{1}\right)
$$

in § 545 by $-\delta W$ where $W$ is the potential energy. We may, however, still denote this expression for brevity by $-\{\delta W\}$, no interpretation being assigned to this symbol, and equation (496) will assume the form

$$
\begin{equation*}
\int_{0}^{\tau}\left(\delta I^{\prime}-\{\delta W\}\right) d t=0 \tag{507}
\end{equation*}
$$

By the transtormation used in § 548, we may replace $\int_{0}^{\tau} \delta \delta^{\prime} d t$ by

$$
\int_{0}^{T} \sum_{1}^{n}\left\{\frac{\partial T}{\partial \theta_{1}}-\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\theta}_{1}}\right)\right\} \delta \theta_{1} d t
$$

Now $-\{\delta W\}$ is, by definition, the work done in moving the system from the configuration $\theta_{1}, \theta_{2}, \ldots \theta_{n}$ to the configuration $\theta_{1}+\delta \theta_{1}, \theta_{2}+\delta \theta_{2}, \ldots \theta_{n}+\delta \theta_{n}$. It is cherefore a linear function of $\delta \theta_{1}, \delta \theta_{2}, \ldots \delta \theta_{n}$, and we may write

$$
-\{\delta W\}=\Theta_{1} \delta \theta_{1}+\Theta_{2} \delta \theta_{2}+\ldots+\Theta_{n} \delta \theta_{n}
$$

where $\Theta_{1}, \Theta_{2}, \ldots \Theta_{n}$ are functions of $\theta_{1}, \theta_{2}, \ldots \theta_{n}$.

We now have equation (507) in the form

$$
\int_{0}^{\tau} \sum_{1}^{n}\left\{\frac{\partial T}{\partial \theta_{1}}-\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\theta}_{1}}\right)+\Theta_{1}\right\} \delta \theta_{1} d t=0 .
$$

As before each integrand must vanish. We have therefore at every instant

$$
\sum_{1}^{n}\left\{\frac{\partial T}{\partial \theta_{1}}-\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\theta}_{1}}\right)+\Theta_{1}\right\} \delta \theta_{1}=0 .
$$

If the coordinates $\theta_{1}, \theta_{2}, \ldots \theta_{n}$ are all capable of independent variation, this leads at once to the system of equations

$$
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\theta}_{s}}\right)-\frac{\partial T}{\partial \theta_{s}}=\Theta_{s}, \quad(s=1,2, \ldots n) .
$$

while if the variations in $\theta_{1}, \theta_{2}, \ldots$ are connected by the constraints implied in equations (501), (502), ... we obtain, as before, the system of equations

$$
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\theta}_{s}}\right)-\frac{\partial T}{\partial \theta_{s}}=\Theta_{s}+\lambda a_{s}+\mu b_{s}+\ldots, \quad(s=1,2, \ldots n) \ldots(509) .
$$

The quantities $\Theta_{1}, \Theta_{2}, \ldots$ are called the "generalised forces" corresponding to the coordinates $\theta_{1}, \theta_{2}, \ldots$.

## Lagrange's Equations for Impulsive Forces.

552. Let us now suppose that the system is acted on by a series of impulsive forces, these lasting through the infinitesimal interval from $t=0$ to $t=\tau$. If we multiply equations (508) by $d t$ and integrate throughout this interval we obtain

$$
\left[\frac{\partial T}{\partial \dot{\theta}_{s}}\right]_{t=0}^{t=\tau}-\int_{0}^{\tau} \frac{\partial T}{\partial \theta_{s}} d t=\int_{0}^{\tau} \Theta_{s} d t .
$$

The interval $\tau$ is to be considered as infinitesimal, and $\frac{\partial T}{\partial \theta_{s}}$ is finite. Thus the second term may be neglected and the equation becomes

$$
\begin{equation*}
\text { change in } \frac{\partial T}{\partial \dot{\theta}_{t}}=\int_{0}^{T} \Theta_{d} d t . . \tag{510}
\end{equation*}
$$

We call $\int_{0}^{\tau} \Theta_{d} d t$ the generalised impulse corresponding to the generalised force $\Theta_{s}$, and then, from the analogy between equation (510) and the equation change in momentum $=$ impulse, we call $\frac{\partial T}{\partial \dot{\theta}_{s}}$ the generalised momentum corresponding to the generalised coordinate $\boldsymbol{\theta}_{\boldsymbol{s}}$.

## Application to Electromagnetic Phenomena.

553. We have already obtained expressions for the energy of an electrostatic system, a system of magnets, of currents, etc., and in every case this cnergy can be expressed in terms of coordinates associated with "accessible" parts of the mechanism. We can also find the work done in any small change in the system, so that we can obtain the values of the quantities denoted in the last section by $\Theta_{1}, \Theta_{2}, \ldots$ All that remains to be done before we can apply Lagrange's equations provisionally (cf. § 547) to the interpretation of electromagnetic phenomena is to determine whether the different kinds of energy are to be regarded as kinetic energy or potential euergy.

## Kinetic and Potential Energy.

554. $\Lambda$ t first sight it might be thought obvious that the energy of electric charges at rest and of magnets at rest ought to be treated as potential energy, while that of electric charges or magnets in motion ought to be treated as kinetic. On this view the energy of a steady electric current, being the energy of a series of charges in motion, ought to be regarded as kinetic energy. We have also seen that this energy is to be regarded as being spread throughout the medium surrounding the circuit in which the current flows, and not as concentrated in the circuit itself. Thus we must regard the medium as possessing kinetic energy at every point, the amount of this energy being, as we have seen, $\frac{\mu H^{x}}{8 \pi}$ per unit volume.

But we have also been led to suppose that the medium is in just the same condition whether the magnetic force is produced by steady currents or by magnetic shells at rest. Thus, on the simple view which we are now considering, we are driven to treat the energy of magnets at rest as kinetica result which is inconsistent with the simple conceptions from which we started. Having arrived at this contradictory result, there is no justification left for treating electrostatic energy, any more than magnetostatic energy, as potential rather than kinetic.
555. Abandoning this simple but unsatisfactory hypothesis, let us turn our attention in the first place to the definite discussion of the nature of the energy of a steady electric current.

Let us suppose that we have two currents $i, i^{\prime}$ flowing in small circuits at a distance $r$ apart. As a matter of experiment we know that these circuits exert mechanical forces upon one another as if they were magnetic shells of strengths $i, i^{\prime}$. Let us suppose that a force $R$ is required to keep them apart, so that initially the circuits attracted one another with a force $R$, but are
now in equilibrium under the action of their mutual attraction and this force $R$ acting in the direction of $r$ increasing.

If $M$ is the quantity $\iint \frac{\cos \epsilon}{r} d s d s^{\prime}$, we know that the value of $R$ is

$$
\begin{equation*}
R=-i i^{\prime} \frac{\partial M}{\partial r} \tag{511}
\end{equation*}
$$

this value being found directly from the experimental fact that the circuits attract like their equivalent magnetic shell (cf. § 499).

The energy of the two currents is known to be

$$
\begin{equation*}
E=\frac{1}{2}\left(L i^{2}+2 M i i^{\prime}+N i^{\prime 2}\right) \tag{512}
\end{equation*}
$$

Let us suppose, for the sake of generality, that this consists of kinetic energy $T$ and potential energy $W$. Then, assuming for the moment that the mechanism of these currents is dynamical, in the sense that Lagrange's equations may be applied, we shall have a dynamical system of energy $T+W$, and one of the coordinates may be taken to be $r$, the distance apart of the circuits.

The Lagrangian equation corresponding to the coordinate $r$ is found to be (cf. equation (508)),

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{r}}\right)-\frac{\partial(T-W)}{\partial r}=R \tag{513}
\end{equation*}
$$

and since we know that, in the equilibrium configuration,

$$
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{r}}\right)=0, \quad R=-i i^{\prime} \frac{\partial M}{\partial r},
$$

we obtain on substitution in equation (513),

$$
\frac{\partial(T-W)}{\partial r}=i i^{\prime} \frac{\partial M}{\partial r} .
$$

From equation (512) we see that the right-hand member is the value of $\frac{\partial E}{\partial r}$, or of $\frac{\partial(T+W)}{\partial r}$. Hence our equation shews that $\frac{\partial W}{\partial r}=0$, from which we deduce that $W=0$. In other words, assuming that a system of steady currents forns a dynamical system, the energy of this system must be wholly kinetic.

This result compels us also to accept that the energy of a system of magnets at rest must also be wholly kinetic. We shall discuss this result later. For the present we confine our attention to the case of electric phenomena only. We have found that if the mechanism of these phenomena is dynamical (the hypothesis upon which we are going to work), then the energy of electric currents must be kinetic.

## Induction of Currents.

556. Let us consider a number of currents flowing in closed circuits. Let the strengths of the currents be $i_{1}, i_{2}, \ldots$ and let the number of tubes of induction which cross these circuits at any instant be $N_{1}, N_{9}, \ldots$, so that if the magnetic field arises entirely from the currents, we have (cf. § 502)

$$
\left.\begin{array}{l}
N_{1}=L_{11} i_{1}+L_{12} i_{2}+\ldots  \tag{514}\\
N_{2}=L_{21} i_{1}+L_{22} i_{2}+\ldots, \text { etc. } .
\end{array}\right\} .
$$

The energy of the currents is wholly kinetic so that we may take

$$
\begin{aligned}
T & =\frac{1}{2}\left(N_{1} i_{1}+N_{2} i_{2}+\ldots\right) \\
& =\frac{1}{2}\left(L_{11} i_{1}{ }^{2}+2 L_{12} i_{1} i_{2}+\ldots\right)
\end{aligned}
$$

as before (§ 503).
In the general dynamical problem, it will be remembered that $T$ was a quadratic function of the velocities. Thus $i_{1}, i_{2}, \ldots$ must now be treated as velocities and we must take as coordinates quantities $x_{1}, x_{2}, \ldots$, defined by

$$
i_{1}=\frac{d x_{1}}{d t}, \quad i_{2}=\frac{d x_{2}}{d t}, \text { etc. }
$$

Clearly $x_{1}$ measures the quantity of electricity which has flowed past any point in circuit 1 since a given instant, and so on. Thus in terms of the coordinates $x_{1}, x_{3}, \ldots$ we have

$$
\begin{equation*}
T=\frac{1}{2}\left(L_{11} \dot{x}_{1}^{2}+2 L_{12} \dot{x}_{1} \dot{x}_{3}+\ldots\right) . \tag{515}
\end{equation*}
$$

There is no potential encrgy in the present system, but the system is acted on by external forces, namely the electromotive forces in the batteries and the reaction between the currents and the material of the circuits which shews itself in the resistance of the circuits. We have therefore to evaluate the generalised forces $\Theta_{1}, \Theta_{2}, \ldots$.

Consider a small change in the system in which $x_{1}$ is increased by $\delta x_{1}$, so that the current $i_{1}$ flows for a time $d t$ given by $i_{1} d t=\delta x_{1}$. The work performed by the battery is $E_{1} \delta x_{1}$, the work performed by the reaction with the matter of the circuit, being equal and opposite to the heat generated in the circuit, is $-R_{1} i_{1}{ }^{2} d t$. Thus if $X_{1}$ is the generalised force corresponding to the coordinate $x_{1}$, we have
so that

$$
\begin{aligned}
X_{1} \delta x_{1} & =E_{1} \delta x_{1}-R_{1} i_{1}^{2} d t, \\
X_{1} & =E_{1}-R_{1} i_{1} .
\end{aligned}
$$

The Lagrangian equation corresponding to the coordinate $x_{1}$ is
or

$$
\begin{gather*}
\frac{\partial}{\partial t}\left(\frac{\partial T}{\partial i_{1}}\right)-\frac{\partial T}{\partial x_{1}}=X_{1} \\
\frac{\partial}{\partial t}\left(L_{11} i_{1}+L_{13} i_{2}+\ldots\right)=E_{1}-R_{1} i_{1}  \tag{516}\\
E_{1}-\frac{\partial N_{1}}{\partial t}=\dot{R}_{1} i_{1}
\end{gather*}
$$

or again

The equations corresponding to the coordinates $x_{2}, x_{3}, \ldots$ are

$$
E_{2}-\frac{\partial N_{2}}{\partial t}=R_{2} i_{2}, \text { etc. }
$$

Thus the Lagrangian equations are found to be exactly identical with the equations of current-induction already obtained, shewing not only that the phenomenon of induction is consistent with the hypothesis that the whole mechanism is a dynamical system, but also that this phenomenon follows as a direct consequence of this hypothesis. In this system the accessible parts of the mechanism are the currents flowing in the wires; the inaccessible parts consist of the ether which transmits the action from one circuit to another.
$556 a$. On the electron theory, the kinetic energy must be supposed made up partly of magnetic energy, as before, and partly of the kinetic energy of the motion of the electrons by which the current is produced.

Let the average forward velocity of the electrons at any point be $v_{0}$ (cf. $\S 345 a$ ), and let $U+U_{0}$ be the actual velocity of any single electron, so that the average value of $v$ is nil. The kinetic energy of motion of the electrons, say $T_{d}$, is then

$$
\begin{aligned}
T_{t} & =\sum \frac{1}{2} m\left(U+U_{0}\right)^{2} \\
& =\Sigma \frac{1}{2} m U^{2}+\frac{1}{2} N m c_{0}^{2} .
\end{aligned}
$$

The first term represents part of the heat-energy of the matter, and this does not depend on the values of the currents $\dot{x}_{1}, \dot{x}_{2}, \ldots$ To evaluate the second term we use equation (b) of $\S 345 a$,

$$
N e U_{0}=i=\dot{x},
$$

and obtain the kinetic energy of the electrons in the complete system of currents in the form

$$
T_{0}=\frac{1}{2}\left(\dot{x}_{1}^{2} \int \frac{m}{N e^{2}} d s+\dot{x}_{2}^{2} \int \frac{m}{N e^{2}} d s+\ldots\right) .
$$

Thus the total kinetic energy may still be expressed in the form (515) if we take

$$
\begin{equation*}
L_{\mathrm{n}}=L_{\mathrm{n}}^{\prime}+\int \frac{m}{N e^{2}} d s, \text { etc. } \tag{517}
\end{equation*}
$$

and in this the first term is the contribution from the magnetic energy (cf. $\S 503$ ), and the second term is the contribution from the kinetic energy of the electrons.

Equation (516) assumes the form

$$
\frac{\partial}{\partial t}\left(L_{11}^{\prime} i_{1}+L_{18} i_{\mathrm{a}}+\ldots\right)=E_{1}-R_{1} i_{1}-\left(\int \frac{m}{N e^{e}} d s\right) \frac{d i_{1}}{d t} \cdots \ldots(517 a) .
$$

If the induction terms on the left are omitted, we have as the equation of a circuit in which induction is negligible

$$
E_{1}-R_{1} i_{1}-\left(\int \frac{m}{N e^{2}} d s\right) \frac{d i_{1}}{d t}=0
$$

This, with the help of the formulae of $\S 345 a$, may be expressed in the form

$$
\int X d s-i_{1} \int \frac{\gamma}{N e^{2}} d s-\frac{d i_{1}}{d t} \int \frac{m}{N e^{e}} d s=0,
$$

which in turn is seen to be exactly identical with equation (c) of $\S 345 a$, integrated round the circuit.

Thus we see that the analysis of $\S 556$ applies perfectly to the electron theory of matter, provided $L_{11}, L_{m}, \ldots$ are supposed to have the values given by equation ( 517 ), and equation ( $517 a$ ) is then the general equation of induction of currents, when the inertia of the electrons is taken into account.

## Electrokinetic Momentum.

557. The generalised momentum corresponding to the coordinate $x_{1}$ is $\frac{\partial T}{\partial \dot{x}_{1}}$ or $N_{1}$. Thus the generalised momenta corresponding to the currents in the different circuits are $N_{1}, N_{3}, \ldots$, the numbers of tubes of induction which cross the circuits. The quantity $N_{1}$ is accordingly sometimes called the electrokinetic momentum of circuit 1 , and so on.

If we give to $L_{11}$ the value obtained in equation (517) of §556a, the value of the electrokinetic momentum is (ef. equations (514))

$$
\left(L_{11}^{\prime} i_{1}+L_{12} i_{2}+\ldots\right)+i_{1} \int \frac{m}{N e^{2}} d s,
$$

in which clearly the last term comes from the momentum of the electrons, and the remaining terms from the momentum of the magnetic field.

## Examples.

## I. Discharge of a Condenser.

558. As a further illustration of the dynamical theory, let us consider the discharge of a condenser. Let $Q$ be the charge on the positive plate at any instant, and let this be taken as a Lagrangian coordinate. The current $i$ is given by $i=-\frac{\partial Q}{\partial t}=-\dot{Q}$. In the notation already employed (§516) we have

$$
T=\frac{1}{2} L i^{2}=\frac{1}{2} L \dot{Q}^{2}, \quad W=\frac{1}{2} \frac{Q^{2}}{C},
$$

and Lagrange's equation is
or

$$
\begin{gathered}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{Q}}\right)-\frac{\partial T}{\partial Q}+\frac{\partial W}{\partial Q}=R i, \\
L \frac{\partial^{2} Q}{\partial t^{2}}+R \frac{\partial Q}{\partial t}+\frac{Q}{C}=0,
\end{gathered}
$$

which is the equation already obtained in §516, and leads to the solution already found.

## II. Oscillations in a network of conductors

559. The equations governing the currents flowing in any network of conductors when induction is taken into account can be obtained from the general dynamical theory.

Let us suppose that the currents in the different conductors are $i_{1}, i_{2}, \ldots i_{n}$, and let the corresponding coordinates be $x_{1}, x_{2}, \ldots x_{n}$, these being given by $i_{1}=\frac{d x_{1}}{d t}$, etc. If any conductor, say 1 , terminates on a condenser plate, let $x_{1}$ denote the actual charge on the plate, and let the current be measured towards the plate, so that the relations $i_{1}=\frac{d x_{1}}{d t}$, etc. will still hold. Let conductor 1 contain an electromotive force $E_{1}$ and be of resistance $R_{1}$.

The quantities $x_{1}, x_{2}, \ldots$ may be taken as Lagrangian coordinates, but they are not, in general, independent coordinates. If any number of the conductors, say $2,3, \ldots s$ mect in a point, the condition for no accumulation of electricity at the point is, by Kirchhoff's first law,

$$
i_{2} \pm i_{3} \pm \ldots \pm i_{s}=0
$$

from which we find that variations in $x_{i}, x_{3}, \ldots$ are connected by the relations

$$
\delta x_{2} \pm \delta x_{3} \pm \ldots \pm \delta x_{t}=0 .
$$

Let us suppose that there are $m$ junctions. The corresponding constraints on the values of $\delta x_{1}, \delta x_{1}, \ldots$ can be expressed by. $m$ equations of the form

$$
\left.\begin{array}{c}
a_{1} \delta x_{1}+a_{2} \delta x_{2}+\ldots+a_{n} \delta x_{n}=0  \tag{518}\\
b_{1} \delta x_{1}+b_{3} \delta x_{2}+\ldots+b_{n} \delta x_{n}=0
\end{array}\right\}
$$

etc., in which each of the coefficients $a_{1}, a_{2}, \ldots a_{n}, b_{1}, \ldots$ has for its value either $0,+1$ or -1 .

The kinetic energy $T$ will be a quadratic function of $\dot{x}_{1}, \dot{x}_{2}$, etc., while the potential energy $W$ (arising from the charges, if any, on the condensers) will
be a quadratic function of $x_{1}, x_{2}, \ldots$. The dynamical equations are now $n$ in number, these being of the form (cf. equations ( 509 ))

$$
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{x}_{s}}\right)-\frac{\partial T}{\partial x_{t}}+\frac{\partial W}{\partial x_{s}}=E_{s}-R i_{s}+\lambda a_{a}+\mu b_{s}+\ldots(s=1,2, \ldots n) \ldots(519) .
$$

These equations, together with the $m$ equations obtained by applying Kirchhoff's first law to the different junctions, form a system of $m+n$ equations, from which we can eliminate the $m$ multipliers $\lambda, \mu, \ldots$, and then determine the $n$ variables $x_{1}, x_{2}, \ldots x_{n}$.
560. As an example of the use of these equations, let us imagine that a current $I$ arrives at $A$ and divides into two parts $i_{1}, i_{2}$, which flow along arms
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$A C B, A D B$ and reunite at $B$. Neglecting induction between these arms and the leads to $A$ and $B$, we may suppose that the part of the kinetic energy which involves $i_{1}$ and $i_{2}$ is

$$
\frac{1}{2} L i_{1}^{2}+M i_{1} i_{2}+\frac{1}{2} N i_{2}{ }^{2} .
$$

There are no batteries and no condenser in the arms in which the currents $i_{1}$ and $i_{2}$ How. The currents are, however, connected by the relation

$$
i_{1}+i_{2}=I
$$

so that the corresponding coordinates $x_{1}$ and $x_{\mathrm{g}}$ are connected by

$$
\delta x_{1}+\delta x_{2}=0 .
$$

The dynamical equations are now found to be (cf. equations (519))

$$
\begin{aligned}
& \frac{d}{d t}\left(L i_{1}+M i_{2}\right)=-R i_{1}+\lambda_{2} \\
& \frac{d}{d t}\left(M i_{1}+N i_{2}\right)=-S i_{2}+\lambda_{1}
\end{aligned}
$$

If we subtract and replace $i_{2}$ by $I-i_{1}$, we eliminate $\lambda$ and obtain

$$
(L+N-2 M) \frac{d i_{1}}{d t}+(M-N) \frac{d I}{d t}=S I-(R+S) i_{1} .
$$

If $I$ is given as a function of the time, this equation enables us to determine $i_{1}$, and thence $i_{2}$.

For instance, suppose that the current $I$ is an alternating current of frequency $p / 2 \pi$. If we put $I=i_{0} e^{i p t}$, the solution of the equation is
while similarly

$$
\begin{aligned}
& i_{1}=\frac{S-(M-N) i p}{(L+N-2 M) i p+(R+S)} I, \\
& i_{2}=\frac{R-(M-L) i p}{(L+N-2 \bar{M}) i p+(R+S)} I .
\end{aligned}
$$

When $p=0$, the solution of course reduces to that for steady currents. As $p$ increases, we notice that the three currents $i_{1}, i_{2}$ and $I$ become, in general, in different phases, and that their amplitudes assume values which depend upon the coefficients of induction as well as on the resistances. Finally, for very great values of $p$, the values of $i_{1}$ and $i_{2}$ are given by

$$
\frac{i_{1}}{N-M}=\frac{i_{3}}{L-M}=\frac{I}{L+N-2 M},
$$

showing that the currents are now in the same phase and are divided in a ratio which depends only on their coefficients of induction. For instance, if the arms $A C B, A D B$ are arranged so as to have very little mutual induction ( $M$ very small), the current will distribute itself between the two arms in the inverse ratio of the coefficients of self-induction.

It is possible to arrange for values for $L, M$ and $N$ such that the two currents $i_{1}$ and $i_{2}$ shall be of opposite sign. In such a case the current in one at least of the branches is greater than that in the main circuit. Let us, for instance, suppose that the branches consist of two coils having $r$ and $s$ turns respectively, arranged so as to have very little magnetic leakage. Then $L N-M^{2}$ is negligible (cf. §525) and we have approximately

$$
\frac{L}{r^{3}}=\frac{M}{r s}=\frac{N}{s^{3}} .
$$

The equations become

$$
\frac{i_{1}}{s}=\frac{i_{3}}{-\frac{r}{r}}=\frac{I}{s-r},
$$

so that the currents will flow in opposite directions, and either may be greater than the current in the main circuit. By making $s$ nearly equal to $r$ and keeping the magnetic leakage as small as possible, we can make both currents large compared with the original current.

## III. Rapidly alternating currents.

561. This last problem illustrates an important point in the general theory of rapidly alternating currents. In the general equations (519),

$$
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{x}_{s}}\right)-\frac{\partial T}{\partial x_{t}}+\frac{\partial W}{\partial x_{s}}=E_{s}-R_{s} i_{s}+\lambda a_{s}+\mu b_{s}+\ldots
$$

let us suppose that the whole system is oscillating with frequency $p / 2 \pi$, which is so great that it may be treated as infinite. We may assume that every
variable is proportional to $e^{i p t}$, and may accordingly replace $\frac{d}{d t}$ by the multiplier $i p$. The equations now become

$$
i p\left(\frac{\partial T}{\partial \dot{x}_{t}}\right)-\frac{\partial T}{\partial x_{t}}+\frac{\partial W}{\partial x_{t}}-E_{s}+R_{s} i_{s}=\lambda a_{s}+\mu b_{s}+\ldots
$$

and all the terms on the left hand may be neglected in comparison with the first, which contains the factor $i p$. The terms on the right cannot legitimately be neglected because $\lambda, \mu, \ldots$ are entirely undetermined, and may be of the same large order of magnitude as the terms retained. If we replace $\lambda, \mu, \ldots$ by $i p \lambda^{\prime}, i p \mu^{\prime}, \ldots$, the equations become

$$
\frac{\partial T}{\partial \dot{x}_{t}}+\lambda^{\prime} a_{s}+\mu^{\prime} b_{s}+\ldots=0, \text { etc. }
$$

in which $\lambda^{\prime}, \mu^{\prime}, \ldots$ are now undetermined multipliers. These, however, are exactly the equations which express that $T$ is a maximum or a minimuris for values of $\dot{x}_{1}, \dot{x}_{2}, \ldots$ which are consistent with the relations (cf. §559) necessary to satisy Kirchhoff's first law. Since $T$ can be made as large as we please, the solution must clearly make $T$ a minimum. Thus we see that

As the frequency of a system of alternating currents becomes very great, the currents tend to distribute themselves in such a way as to make the kinetic energy of the currents a minimum subject only to the relations imposed by Kirchhoff's first law.

This result may be compared with that previously obtained (§357) for steady currents. We see that while the distribution of steady currents is determined entirely by the resistance of the conductors, that of rapidly alternating currents is, in the limit in which the frequency is infinite, determined entirely by the coefficients of induction.

It follows that, in a continuous medium of any kind, the distribution of rapidly alternating currents will depend only on the geometrical relations of the medium, and not on its conducting properties. In point of fact, we have already seen that the current tends to flow entirely in the surface of the conductor (§537). We now obtain the further result that it will, in the limit, distribute itself in the same way over the surface of this conductor, no matter in what way the specific resistance varies from point to point of the surface.

## IV. Transmission of Signals along a wire.

562. Imagine a signal being sent along a wire, initially free from all electrical disturbance. At any instant let $i$ denote the current at a point distant $x$ from the end of the wire, and let $q$ denote the total quantity of electricity which has flowed past this point. Then $i$ and $g$ are functions of $x$ and $t$.

Let $q$ be measured in electrostatic units, but let $i$ be measured in electromagnetic units. Then the rate of flow past any point will be $i C$ electrostatic units per second, where $C$ denotes the number of electrostatic units in one electromagnetic unit (cf. §484). Thus

$$
C i=\frac{\partial q}{\partial t}
$$

If $L$ is the self-induction of the wire per unit length, the total kinetic energy of the currents is

$$
T=\frac{1}{2} L \int i^{2} d x=\frac{L}{2 C^{2}} \int \dot{q}^{2} d x
$$

where the integral is taken along the wire. In any element $d x$ of the wire the charge is $-\frac{\partial q}{\partial x} d x$, so that if $K$ is the electrostatic capacity of the wire per unit length, the potential energy $W$ is given by

$$
W=\frac{1}{2 K} \int\left(\frac{\partial q}{\partial x}\right)^{2} d x
$$

Let $R$ be the resistance of the wire per unit length in electromagnetic units, then the rate of generation of heat is

$$
\boldsymbol{R} \int i^{2} d x
$$

The values of $q$ at different points of the wire may be taken as Lagrangian coordinates, for they suffice to specify the position of each element of current. The Lagrangian equation corresponding to the coordinate $q$ at any distance $x$ will be (cf. §556)

$$
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}}\right)-\frac{\partial T}{\partial q}+\frac{\partial W}{\partial q}=-R i
$$

in which we have

$$
\frac{\partial T}{\partial \dot{q}}=\frac{L}{C^{2}} \dot{q} \quad \text { and } \quad \frac{\partial T}{\partial q}=0
$$

To evaluate $\frac{\partial W}{\partial} \frac{-}{q}$, let us imagine $q$ changed to $q+\delta q$ at every point of the wire, subject to $\delta q$ vanishing at the two ends. The increment in $W$, say $\delta W$, is given by

$$
\delta W=\frac{1}{2 K} \tilde{L}\left[\left(\frac{\partial(q+\delta q)}{\partial x}\right)^{2}-\left(\frac{\partial q}{\partial x}\right)^{2}\right] d x=\frac{1}{\bar{K}} \int \frac{\partial q}{\partial x} \frac{\partial}{\partial x}(\delta q) d x
$$

and, on integrating by parts, this becomes

$$
\delta W=-\frac{1}{K} \int \frac{\partial^{2} q}{\partial x^{2}} \delta q d x
$$

Thus at any point $x$,

$$
\frac{\partial W}{\partial q}=-\frac{1}{K} \frac{\partial^{2} q}{\partial x^{2}}
$$

The Lagrangian equation accordingly becomes

$$
\frac{L}{C^{2}} \frac{\partial^{2} q}{\partial t^{2}}-\frac{1}{K} \frac{\partial^{2} q}{\partial x^{2}}=-R \frac{\partial q}{\partial t} .
$$

Since $C i=\frac{\partial q}{\partial t}$, it is at once seen that the current $i$ at any point satisfies the same differential equation, and this is also true of the potential $V$, since $\frac{\partial q}{\partial x}=-K V$. Thus $q, i$ and $V$ all satisfy the same differential equation, namely

$$
\begin{equation*}
\frac{K L}{C^{2}} \frac{\partial^{2} \phi}{\partial t^{2}}+K R \frac{\partial \phi}{\partial t}=\frac{\partial^{2} \phi}{\partial x^{2}} \tag{520}
\end{equation*}
$$

This equation is the general equation for the transmission of electric signals along a wire. It is called the "Telegraphic equation" by Poincare and others.

We have seen in $§ 505 a$, how to calculate the self-induction per unit length of any wire. If the wire is sufficiently thin in comparison with its distance from other conductors, the self-induction $L$ per unit length becomes identical with the quantity denoted by $L^{\prime}$ in $\S 505$, and we accordingly have the relation (cf. equation ( $430 e$ )),

$$
K L=\kappa \mu,
$$

where $\kappa$ is the dielectric constant, and $\mu$ the magnetic permeability of the insulator surrounding the wire. Let us put

$$
a^{2}=\frac{C^{2}}{\kappa \mu}
$$

so that $a$ depends only on the properties of the insulating material, and the telegraphic equation becomes

$$
\frac{1}{u^{2}} \frac{\partial^{2} \phi}{\partial t^{2}}+K R \frac{\partial \phi}{\partial t}=\frac{\partial^{2} \phi}{\partial x^{2}} .
$$

For slow signals, the first term in this equation, which arises from the inertia of the electric current, may be neglected. The equation then reduces to equation (303) of Chapter IX which was obtained as the equation of transmission of signals along a submarine cable. Under practical conditions signals along a submarine cable are so retarded by the high electrustatic capacity of the cable that this inertia term may legitimately be neglected, but the term has to be retained when the equation is applied to telegraph and telephone problems.

When the wire is far removed from other conductors, the electrostatic capacity $K$ will be small. If $K$ is neglected entirely, the equation becomes

$$
\frac{\partial^{2} \phi}{\partial t^{2}}=a^{2} \frac{\tilde{\partial}^{2} \phi}{\partial x^{2}} .
$$

The solution of this equation is

$$
\phi=f(x-a t)+\Phi(x+a t),
$$

where $f, \Phi$ are arbitrary functions, and the solution is seen to represent the transmission of a signal without change of type or loss of intensity, the velocity of transmission being $a$.

In practical telephony and telegraphy it is not usually possible to neglect entirely the value of $K$ in the second term of the equation. Solutions of the general three-term equation have been obtained by Heaviside*, Poincaré $\dagger$, Picard $\dagger$, Boussinesq§, and Riemann $\|$.

It is found that the signal is still transmitted with the same velocity $a$, but that there is a change of type and loss of intensity; there is also an electric field and current left trailing behind each signal; these would of course tend to confuse the succeeding signal if the signals are sent without sufficient interval.

Thus for rapid transmission or clear speaking it is necessary to reduce the value of $K R$ (cf. $\$ 369$ ); the smaller this term is made, the smaller the amount of blurring or indistinctuess will be. We see at once why telephone wires are kept as far as possible from other conductors, and can understand the difticulty of clear speaking or rapid signalling through a submarine cable.

## Mechanicil Force acting on a Circeit.

563. Let $\theta$ be any geometrical coordinate, and let $\Theta$ be the generalised force tending to increase the coordinate $\theta$, so that to keep the system of circuits at rest we must suppose it acted on by an external force $-\Theta$. Then Lagrange's equation for the coordinate $\theta$ is

$$
\stackrel{d}{d t}\binom{\partial T}{\partial \ddot{\dot{\theta}}}-\frac{\partial T}{\partial \ddot{\theta}}=-\Theta,
$$

and therefore, when the system is in equilibrium, we must have

$$
\begin{equation*}
\Theta=\frac{\partial T}{\partial \theta} \tag{521}
\end{equation*}
$$

If the energy of the system were wholly potential and of amount $W$, the force $\Theta$ would be given by

$$
\Theta=-\frac{\partial W}{\partial \theta} .
$$

Thus the mechanical forces acting are just the same as they would be if the system had potential energy of amount - T.

[^20]564. Let us suppose that any geometrical displacement takes place, this resulting in increases $\delta \theta_{1}, \delta \theta_{3}, \ldots$ in the geometrical coordinates $\theta_{1}, \theta_{3}, \ldots$, and let the currents in the circuits remain unaltered, additional energy being supplied by the batteries when needed.

The increase in the kinetic energy of the system of currents is

$$
\Sigma \frac{\partial T}{\partial \theta} d \theta
$$

while the work done by the electrical forces during displacement is $\Sigma \Theta d \theta$ which, by equation (521), is also equal to

$$
\Sigma \frac{\partial T}{\partial \theta} d \theta
$$

These two quantities would be equal and opposite if the system were a conservative dynamical system acted on by no external forces. In point of fact they are seen to be equal and of the same sign. The inference is that the batteries supply during the motion an amount of energy equal to twice the increase in the energy of the system. Of this supply of energy half appears as an increase in the energy of the system, while the other half is used in the performance of mechanical work.

This result should be compared with that obtained in § 120.
565. As an example of the use of formula (521), let us examine the force acting on an element of a circuit. Let the components of the mechanical force acting on any element $d s$ of a circuit carrying a current $i$ be denoted by $X, Y, Z$.

To find the value of $X$, we have to consider a displacement in which the element $d s$ is displaced


Fig. 135 a distance $d x$ parallel to itself, the remainder of the circuit being left unmoved. Let the component of magnetic induction perpendicular to the plane containing $d s$ and $d x$ be denoted by $N$, then if $T$ denotes the kinetic energy of the whole system, the increase in $T$ caused by displacement will be equal to $i$ times the increase in the number of tubes of induction enclosed by the circuit, and therefore

Thus, using equation (521),

$$
d T=i N d s d x .
$$

$$
X=\frac{\partial T}{\partial x}=i N d s,
$$

and there are similar equations giving the values of the components $Y$ and $Z$.
If $B$ is the total induction and if $B \cos \epsilon$ is the component at right angles to $d s$, then the resultant force acting on $d s$ is seen to be a force of amount $i B \cos \epsilon d s$, acting at right angles to the plane containing $B$ and $d s$, and in such a direction as to increase the kinetic energy of the system. This is a generalisation of the result already obtained in $\S 498$.

## Magnetic Energy.

566. We have seen that the energy of the field of force set up by a system of electric currents must be supposed to be kinetic energy. We know also that this field is identical with that set up by a certain system of magnets at rest. These two facts can be reconciled only by supposing that the energy of a system of magnets at rest is kinetic energy-a suggestion originally due to Ampère.

Weber's theory of magnetism (§476) has already led us to regard any magnetic body as a collection of permanently magnetised particles. Ampère imagined the magnetism of each particle to arise from an electric current which flowed permanently round a non-resisting circuit in the interior of the particle. The phenomena of magnetism, on this hypothesis, become in all respects identical with those of electric currents, and in particular the energy of a magnetic body must be interpreted as the kinetic energy of systems of electric currents circulating in the individual molecules. For instance two magnetic poles of opposite sign attract because two systems of currents flowing in opposite directions attract.

We have seen that the mechanical forces in a system of energy $E$ are $-\frac{\partial E}{\partial \bar{\theta}}$, etc., if the energy is potential, but are $+\frac{\partial E}{\partial \theta}$, etc., if the energy is kinetic. It might therefore be thought that the acceptance of the hypothesis that all magnetic energy is kinetic would compel us to suppose all mechanical forces in the magnetic system to be the exact opposites of what we have previously supposed them to be. This, however, is not so, because accepting this hypothesis compels us also to suppose the energy to be exactly opposite in amount to what we previously supposed it to be. Instead of supposing that we have potential energy $E$ and forces $-\frac{\partial E}{\partial x}$, etc., we now suppose that we have kinctic energy $-E$ and forces $+\frac{\partial(-E)}{\partial x}$, etc., so that the amounts of the forces are unaltered.

To understand how it is that the amount of the magnetic energy must be supposed to change sign as soon as we suppose it to originate from a series of molecular currents, we need only refer back to § 501 .
567. The molecular currents by which we are now supposing magnetism to be originated must be supposed to be acted on by no resistance and by no batteries, but if the assemblage of currents is to constitute a true dynamical system we must suppose them capable of being acted upon by induction whenever the number of tubes of force or induction which crosses them is changed. In the general dynamical equation

$$
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{x}}\right)-\frac{\partial T}{\partial x}=E-R \dot{x},
$$

we may put $E$ and $R$ each equal to zero, and $\frac{\partial T}{\partial x}$ is already known to vanish. Thus the equation expresses that $\frac{\partial T}{\partial \dot{x}}$ remains unaltered.

We now see that the strengths of the molecular currents will be changed by induction in such a way that the electrokinetic momentum of each remains unaltered. If the molecule is placed in a magnetic field whose lines of force run in the same direction as those from the molecule, then induction will decrease the strength of the molecular current until the aggregate number of tubes of force which cross it is equal to the number originally crossing it. This effect of induction is of the opposite kind from that required to explain the phenomenon of induced magnetism in iron and other paramagnetic substances. It has, however, been suggested by Weber that it may account for the phenomenon of diamagnetism.
568. Modern views as to the structure of matter compel us to abandon Ampère's conception of molecular currents, but this conception can be replaced by another which is equally capable of accounting for magnetic phenomena. On the modern view all electric currents are explained as the motion of streams of electrons. The flow of Ampère's molecular current may accordingly be replaced by the motion of rings of electrons. The rotation of one or more rings of electrons would give rise to a magnetic field exactly similar to that which would be produced by the flow of a current of electricity in a circuit of no resistance.

It is on these lines that it appears probable that an explanation of magnetic phenomena will be found in the future. No complete explanation has so far been obtained, for the simple and sufficient reason that the arrangement and behaviour of the electrons in the molecule or atom is still unknown.

## EXAMPLES.

1. Two wires are arranged in parallel, their resistances being $R$ and $S$, and their coefficients of induction being $L, M, N$. Shew that for an alternating current of frequency $p$ the pair of wires act like a single conductor of resistance $\mathbf{R}$ and self-induction $\mathbf{I}$, given by

$$
\begin{aligned}
& \frac{\mathrm{R}}{R S(R+S)+p^{2}\left\{R(N-M)^{2}+S(L-M)^{3}\right\}} \\
& \quad=\frac{\mathrm{L}}{N R^{2}+L S^{2}+2 M R S+p^{2}\left(L N-M^{2}\right)(L+N-2 M)}=\frac{1}{(R+S)^{2}+p^{2}(L+N-2 M)^{2}}
\end{aligned}
$$

2. A conductor of considerable capacity $S$ is discharged through a wire of self-induction $L$. At a series of points along the wire dividing it into $n$ equal parts, $(n-1)$ equal conductors each of capacity $S^{\prime}$ are attached. Find an equation to determine the periods of oscillations in the wire, and shew that if the resistance of the wire may be neglected, the equation may be written

$$
2 \tan \frac{1}{2} \phi\left(S-\frac{1}{2} S^{\prime}\right)=S^{\prime} \cot u \phi,
$$

where the current varies as $e^{-i \lambda t}$, and $\sin ^{2} \phi=S^{\prime} \lambda^{2} L / 4 n$.
3. A Wheatstone bridge arrangement is used to compare the coefficient of mutual induction $M$ of two coils with the coefficient of self-induction $L$ of a third coil. One of the coils of the pair is placed in the battery circuit $A C$, the other is connected to $B, D$ as a shunt to the galvanometer, and the third coil is placed in $A D$. The bridge is first balanced for steady currents, the resistances of $A B, B C, C D, D A$ being then $R_{1}, R_{2}, R_{3}, R_{4}$ : the resistance of the shunt is altered till there is no deflection of the galvanometer needle at make and break of the battery circuit, and the total resistance of the shunt is then $\cdot \boldsymbol{R}$. Prove that

$$
L R R_{1}=M\left(R_{1}+R_{4}\right)^{2} .
$$

4. Two circuits each containing a condenser, having the same natural frequency when at a distance, are brought close together. Shew that, unless the mutual induction between the circuits is small, there will be in each circuit two fundamental periods of oscillation given by

$$
p^{2}=\frac{1}{\sqrt{ } C_{1} C_{2}}\left(\frac{1}{\left(\sqrt{L_{1}} L_{2} \pm M\right.}\right),
$$

where $C_{1}, C_{2}$ are the capacities, $L_{1}, L_{2}$ the coefficients of self-induction, and $M$ the coefficient of mutual induction, of the circuits.
5. Let a network be formed of conductors $A, B, \ldots$ arranged in any order. Prove that when a periodic electromotive force $F \cos p t$ is placed in $A$ the current in $B$ is the same in amplitude and phase as the current is in $A$ when an electromotive force $F \cos p t$ is placed in $B$.

## CHAPTER XVII

## DISPLACEMENT CURRENTS AND ELECTROMAGNETIC WAVES

## Maxwell's Equations.

569. OUR development of the theory of electromagnetism has been based upon the experimental fact that the work done in taking a unit magnetic pole round any closed path in the field is equal to $4 \pi$ times the aggregate current enclosed by this path. But it has already been seen ( $§ 534$ ) that this development of the theory is not sufficiently general to take account of phenomena in which the flow of current is not steady: "the aggregate current enclosed by a path" is an expression which has a definite meaning only when the flow of current is steady. Before procecding to a more general theory, which is to cover all possible cases of current flow, it is necessary to determine in what way the experimental basis is to be generalised, in order to provide material for the construction of a more complete theory.

The answer to this question has been provided by Maxwell. According to Maxwell's displacement theory ( $\$ 171$ ), the motion of electric charges is accompanied by a "displacement" of the surrounding medium. The motion produced by this displacement will be spoken of as a "displacement-current," and we have seen that the total flow which is obtained by compounding the displacement-current with the current produced by the motion of electric charges (which will be called the conduction-current), will be such that the total flow into any closed surface is, under all circumstances, zero. Thus if $S_{1}, S_{2}$ are any two surfaces bounded by the same closed path $s$, the total flow of current across $S_{1}$ is the same as the total flow, in the same direction, across $S_{2}$, so that either may be taken to be the flow through the circuit $s$. Maxwell's theory proceeds on the supposition that in


Fia. 136. any flow of current, the work done in taking a unit magnetic pole round $s$ is equal to $4 \pi$ times the total flow of current, including the displacement-current, through s. The justification for this supposition is obtained as soon as it is seen how it brings about a complete agreement between electromagnetic theory and innumerable facts of observation.
570. Let us first put the hypothesis of the existence of displacementcurrents into mathematical language. Let $u, v, w$ be the components of the
ordinary current at any point which is produced by the motion of electric charges, and let this be measured, as before, in electromagnetic units (cf. §484). Let the components of the displacement, which has been shewn to be identical with Faraday's polarisation (§172), be denoted as before by $f, g, h$. On Maxwell's theory of displacement, $f, g, h$ are the quantities of electricity of the second kind which have crossed unit areas perpendicular to the coordinate axes at any point. The corresponding rates of current-flow, or quantities which cross unit area per unit time, are of course

$$
\frac{d f}{\bar{d} t}, \frac{d g}{d t}, \frac{d h}{\bar{d} t}
$$

These are accordingly the components of Maxwell's "displacementcurrent." They are, however, measured in clectrostatic units. If we suppose there to be $C$ electrostatic units of charge in one electromagnetic unit, the displacement current, measured in clectromagnetic units, will have components

$$
\begin{equation*}
\frac{1}{C} \frac{d f}{d t}, \frac{1}{\bar{C}} \frac{d g}{d t}, \frac{1}{C} \frac{d h}{d \bar{t}} \tag{522}
\end{equation*}
$$

and Maxwell's total current, measured in electromagnetic units, will have components

$$
u+\frac{1}{C} \frac{d f}{d i t}, v+\frac{1}{C} \frac{d g}{d t}, w+\frac{1}{C} \frac{d h}{d t} .
$$

Maxwell's hypothesis is that the work done in taking a unit magnetic pole round a closed circuit is equal to $4 \pi$ times the total current Howing through that circuit. This hypothesis is, as we have seen, self-consistent, because the total current behaves like an incompressible fluid, and consequently the total flow through a circuit has a definite meaning which is independent of the particular surface we select, closing up the circuit, over which to measure the current.

The hypothesis may be transformed into mathematical language by following the procedure of $\S 533$. It is found to be represented by the equations

$$
\begin{align*}
& 4 \pi\left(u+\frac{1}{C} \frac{d f}{d \bar{t}}\right)=\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z} \\
& 4 \pi\left(v+\frac{1}{C} \frac{d g}{d \bar{t}}\right)=\frac{\partial \alpha}{\partial z}-\frac{\partial \gamma}{\partial x}  \tag{523}\\
& 4 \pi\left(w+\frac{1}{C} \frac{d h}{d t}\right)=\frac{\partial \beta}{\partial x}-\frac{\partial \alpha}{\partial y}
\end{align*}
$$

These are the equations which must replace equations (473)-(475) in the most general motion of electricity. If we differentiate the three equations with respect to $x, y, z$ and add, we obtain

$$
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}=-\frac{1}{\bar{C}} \frac{d}{d t}\left(\frac{\partial f}{\partial \bar{x}}+\frac{\partial g}{\partial y}+\frac{\partial h}{\partial z}\right) .
$$

Since, by equation (63),

$$
\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}+\frac{\partial h}{\partial z}=\rho
$$

this may be written in the form

$$
\begin{equation*}
C\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right)=-\frac{d \rho}{d t} \tag{524}
\end{equation*}
$$

Now $C\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) d x d y d z$ simply expresses the rate at which currents of ordinary electricity, measured in electrositic units, flow out of a small element of volume $d x d y d z$, and so is necessarily equal to $-\frac{d}{d \bar{t}}(\rho d x d y d z)$.

We accordingly see that equation (524) is true, quite independently of the truth of Maxwell's displacement-theory. It follows that equations (523) form a consistent scheme, independently of the truth of the hypothesis from which they have been derived. The displacement-theory may be regarded merely as scaffolding, and Maxwell's theory may be regarded as being simply the theory expressed by equations (523), independently of any physical interpretation that may be assigned to the various terins in these equations. Although we may, if we please, discard Maxwell's interpretation, it will be convenient to continue to use the name "displacement-current" to designate the vector whose components are given by formula (522).

We proceed to examine the consequences implied in Maxwell's equations (523). Since the truth of the equations must ultimately rest on something more substantial than the displacement-theory by the help of which they were derived, it is important to seize every opportunity of comparing the results of the theory with observation.

## Maxwell's Equations for a non-conducting Medium.

571. In a non-conducting medium there can be no ordinary currents of electricity, so that we put $u=v=w=0$, and Maxwell's equations assume the form

$$
\left.\begin{array}{l}
\frac{4 \pi}{C} \frac{d f}{d t}=\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z}  \tag{525}\\
\frac{4 \pi}{C} \frac{d g}{d t}=\frac{\partial \alpha}{\partial z}-\frac{\partial \gamma}{\partial x} \\
\frac{4 \pi}{C} \frac{d h}{d t}=\frac{\partial \beta}{\partial x}-\frac{\partial \alpha}{\partial y}
\end{array}\right\} .
$$

We notice that the whole of the left-hand members arise entirely from the "displacement-current." If the displacement-current were omitted, we should have

$$
\frac{\partial \gamma}{\partial y}=\frac{\partial \beta}{\partial z} \text {, etc. }
$$

so that the magnetic forces ( $\alpha, \beta, \gamma$ ) would be derivable from a potential, and the only magnetic field in a dielectric in which no currents flowed would be one arising from permanent magnetism.

Maxwell's hypothesis, as expressed in equations (525), implies that there will be a magnetic field in a dielectric whenever the electric field changes, and enables us to calculate the forces in this field.

## Magnetic Fized of a Moving Charge.

572. As a simple but important example of the use of Maxwell's equations (525) let us calculate the magnetic field produced by a single point charge $e$ moving with a velocity $U$.

Let the direction of motion of the charge at any instant $t$ be taken for axis of $x$, the position of the charge being taken for origin.

Let $O$ (fig. 137) be the position of the charge at time $t$, and $O^{\prime}$ its position at time $t-d t$; then $O^{\prime} O=v d t$.

Let $P$ be the point at which we wish to evaluate the magnetic force. Draw $P Q$ parallel and equal to $00^{\prime}$. Then the electric field at $P$ at time $t$ will be the same as the electric


Fig. 137. field at $Q$ at time $t-d t$, so that the increase in the electric field at $P$ in time $d t$ will be the same as the increase produced by moving a distance $-v d t$ parallel to the axis of $x$. Thus we have

$$
\frac{\partial f}{\partial t}=-\sigma \frac{\partial f}{\partial x} \text { etc. }
$$

and equations (525) may be put in the form

$$
\begin{aligned}
& -\frac{4 \pi U}{C} \frac{\partial f}{\partial x}=\frac{\partial y}{\partial y}-\frac{\partial \beta}{\partial z} \\
& -\frac{4 \pi \sigma}{C} \frac{\partial g}{\partial x}=\frac{\partial \alpha}{\partial z}-\frac{\partial \gamma}{\partial x} \\
& -\frac{4 \pi v}{C} \frac{\partial h}{\partial x}=\frac{\partial \beta}{\partial x}-\frac{\partial \alpha}{\partial y} .
\end{aligned}
$$

We have here three equations from which to determine the three components of magnetic force, $\alpha, \beta$ and $\gamma$.

A solution which obviously satisfies the last two equations is

$$
a=0, \quad \beta=-\frac{4 \pi U}{C} h, \quad \gamma=\frac{4 \pi U}{C} g
$$

This solution is also seen to satisfy the first equation in virtue of the relation (cf. Equation (64)),

$$
\frac{\partial f}{\partial x}=-\left(\frac{\partial g}{\partial y}+\frac{\partial h}{\partial z}\right) ;
$$

it is therefore the required solution of the problem.
For the electric field of a single point charge, we have*

$$
4 \pi f=\frac{e x}{r^{3}}, \quad 4 \pi g=\frac{e y}{r^{3}}, \quad 4 \pi h=\frac{e z}{r^{3}},
$$

and on substituting these values for $f, g, h$, the solution becomes

$$
\begin{equation*}
\alpha=0, \quad \beta=-\frac{V}{C} \frac{e z}{r^{3}}, \quad \gamma=\frac{\sigma}{C} \frac{e y}{r^{3}} . \tag{526}
\end{equation*}
$$

These equations give the components of magnetic force at any point. The lines of magnetic force are circles about the path of the electron, and the intensity at distance $r$ from the electron is

$$
\begin{equation*}
\frac{e U}{C} \frac{\sin \theta}{r^{2}} . \tag{527}
\end{equation*}
$$

where $\theta$ is the angle between the distance $r$ and the direction of motion.
572 $a$. If a small element $d s$ of a circuit in which a current $i$ (measured in electromagnetic units) is flowing contains $N d s$ electrons moving with an average forward velocity $v_{0}$, we have (cf. equation (b) of §345)

$$
N e c_{0}=C i
$$

The magnetic force at distance $r$ produced by the motion of the electrons in the element $d s$ of the circuit is (cf. expression 527 ))

$$
N d s{ }_{C}^{e U_{0} \sin \theta} \frac{\text { or }}{r^{2}} \text { ids } \frac{\sin \theta}{r^{2}} .
$$

This is exactly identical with the force given by Ampère's Law (§ 497). But Ampère's formula was only proved to be true when integrated round a closed circuit, whereas it is now seen that Maxwell's theory implies that the formula is true for every element of a circuit.

## Experimental Confirmation.

573. The possibility that a moving electric charge might produce a magnetic field occurred to Faraday and was noted by him in his Experimental Researches (1837); the effect was observed by Rowland in 1876 and again by Röntgen in 1885. Maxwell's equations, as we have just seen, predict the actual amount of this effect. The only quantity other than the measurable electric charge which appears in Maxwell's formulae is $C$, the ratio of the electric units, and this can be determined in other ways (cf. $\S 582$ below), its value being found to be almost exactly $3 \times 10^{10}$.
[^21]The first attempt to measure the effect quantitatively was made by Rowland and Hutchinson in 1889. They used discs charged to a potential of 5000 volts, which were made to rotate at 125 .revolutions a second. The motion of the charged discs may be regarded as the motion of a succession of electric charges, and the magnetic force predicted by Maxwell's theory can be calculated from formula (527). On comparing the observed effect with that predicted by theory, values for $C$ were found which varied from $2.26 \times 10^{10}$ to $3.74 \times 10^{10}$, the mean being $3.19 \times 10^{10}$. More exact experiments of a similar type performed by H. Pender in 1901 gave for $C$ an average value of $3.05 \times 10^{10}$; a second set, with slightly modified apparatus, gave $C=2.96 \times 10^{10}$. These values will be seen to agree very closely with the known value for $C, 3.00 \times 10^{10}$, so that the experiments not only prove the existence of the magnetic field produced by moving charges, but also confirm Maxwell's theory quantitatively.

It may be objected that the foregoing experiments only test the magnetic field produced by a continuous chain of electric charges moving in a closed circuit, but this objection cannot be urged against experiments performed by E. P. Adams in 1901. In these experiments charged brass spheres were made to pass a suspended magnetic needle at the rate of about 800 per second and the apparatus was arranged so that the effect of one sphere had almost disappeared before the needle came under the influence of the next. From a series of such experiments Adams determined values for $C$ ranging from $2.6 \times 10^{10}$ to $3.1 \times 10^{10}$, the mean being $2.8 \times 10^{10}$.

Further confirmation of the existence of the displacement-current is provided in a great number of indirect ways, particularly through the electromagnetic theory of light and the electromagnetic mass of the electron. For the present we shall assume the truth of Maxwell's hypothesis and proceed to examine its consequences.

## The General Equations of the Electromagnetic Field.

574. In §529, we oltained the system of equations

$$
-\frac{d a}{d \bar{t}}=\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z} \text { etc. }
$$

in which all the quantities were expressed in electromagnetic units. If the electric forces are expressed in electrostatic units, $X, Y, Z$ must be replaced in these equations by $C X, C Y, C Z$, and the system of equations becomes

$$
\left.\begin{array}{l}
-\frac{1}{C} \frac{d a}{d t}=\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z} \\
-\frac{1}{C} \frac{d b}{d t}=\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}  \tag{528}\\
-\frac{1}{C} \frac{d c}{d t}=\frac{\partial Y}{\partial x}-\frac{\partial Y}{\partial y}
\end{array}\right\} .
$$

These three equations together with equations (523), namely

$$
\left.\begin{array}{l}
4 \pi\left(u+\frac{1}{C} \frac{d f}{d t}\right)=\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z} \\
4 \pi\left(v+\frac{1}{C} \frac{d g}{d t}\right)=\frac{\partial \alpha}{\partial z}-\frac{\partial \gamma}{\partial x}  \tag{529}\\
4 \pi\left(w+\frac{1}{C} \frac{d h}{d t}\right)=\frac{\partial \beta}{\partial x}-\frac{\partial \alpha}{\partial y}
\end{array}\right\}
$$

constitute a system of six equations giving the rate of changes in the electric and magnetic fields in terms of the field at any instant. With them may be associated the two equations (63) and (362), namely

$$
\begin{align*}
& \frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}+\frac{\partial h}{\partial z}=\rho  \tag{530}\\
& \frac{\partial a}{\partial x}+\frac{\partial b}{\partial y}+\frac{\partial c}{\partial z}=0 \tag{531}
\end{align*}
$$

The eight equations (528)-(531) form the most general system of equations of the electromagnetic field. In these equations $u, v, w, a, b, c$, $\alpha, \beta, \gamma$ are expressed in electromagnetic units, while $f, g, h, X, Y, Z$ are expressed in electrostatic units.

## Localisation and Flow of Energy.

675. We have already considered the hypothesis that electromagnetic energy may not be confined to the regions occupied by electric charges, magnets and currents, but may be spread through the whole of space. On this hypothesis the kinetic (magnetic) energy $T$ and the potential (electric) energy $W$ of an isotropic medium are given by

$$
\begin{aligned}
& T=\frac{1}{8 \pi} \iiint \mu\left(a^{2}+\beta^{2}+\gamma^{2}\right) d x d y d z, \\
& W=\frac{1}{8 \pi} \iiint K\left(X^{2}+Y^{2}+Z^{2}\right) d x d y d z,
\end{aligned}
$$

and the energy is supposed to be localised in space in the way indicated by these integrals. Knowing the kinetic and potential energies of the system, it ought to be possible to determine its equations of motion by the general dynamical methods explained in Chapter XVI.

The quantities $\alpha, \beta, \gamma$ which enter in the kinetic energy must be fundamentally of the nature of velocities. Let us denote them by $\dot{\xi}, \dot{\eta}$, $\xi$, so that $\xi, \eta, \zeta$ may be treated as positional coordinates.

Similarly $u, v, w$ which express the rates of flow of electricity at any point are of the nature of velocities. If $q_{x}, q_{y}, q_{z}$ denote the total quantity of electricity, measured in electrostatic units, which have crossed unit areas perpendicular to $O x, O y, O z$ at any point since a specified instant, then

$$
C u=\dot{q}_{x}, \quad C v=\dot{q}_{y}, \quad C w=\dot{q}_{z} .
$$

Maxwell's equations (529) now assume the form

$$
\frac{4 \pi}{C}\left(\dot{q}_{x}+\frac{d f}{d \dot{d}}\right)=\frac{\partial \dot{\xi}}{\partial y}-\frac{\partial \dot{\eta}}{\partial z} \text { etc. }
$$

giving on integrating, and replacing $4 \pi f$ by $K X$,

$$
\begin{equation*}
\frac{1}{C}\left(4 \pi q_{x}+K X\right)=\frac{\partial \zeta}{\partial y}-\frac{\partial \eta}{\partial z} \tag{532}
\end{equation*}
$$

This relation connects the various positional coordinates $q_{x}, X$ (regarded as a "displacement"), $\xi$ etc.

The principle of least action can be expressed, as in equation (507), in the form

$$
\int_{0}^{\tau}(\delta T-\{\delta W\}) d t=0,
$$

where the value of $\{\delta W\}$ in the present problem is

$$
\left\{\delta W_{\}}^{\}}=\delta W+\iiint\left(X \delta q_{x}+Y \delta q_{y}+Z \delta q_{z}\right) d x d y d z\right.
$$

which again, on substituting for $W$, can be put in the form

$$
\begin{aligned}
\{\delta W\}= & \frac{1}{4 \pi} \iiint\left[X\left(K \delta X+4 \pi \delta q_{x}\right)+Y\left(K \delta Y+4 \pi \delta q_{y}\right)\right. \\
& \left.+Z\left(K \delta Z+4 \pi \delta y_{z}\right)\right] d x d y d z \\
= & C \\
4 \pi & =\iint\left[X\left(\frac{\partial \delta \zeta}{\partial y}-\frac{\partial \delta \eta}{\partial z}\right)+Y\left(\frac{\partial \delta \xi}{\partial z}-\frac{\partial \delta \zeta}{\partial x}\right)+Z\left(\frac{\partial \delta \eta}{\partial x}-\frac{\partial \delta \xi}{\partial y}\right)\right] d x d y d z
\end{aligned}
$$

on using relations (532). On further transforming by Green's 'Theorem, this becomes

$$
\begin{aligned}
\{\delta W\} & =\frac{C}{4 \pi} \iint[X(n \delta \zeta-n \delta \eta)+\ldots] d S \\
& -\frac{C}{4} \iiint \int\left[\left(\frac{\partial X}{\partial y} \delta \zeta-\frac{\partial X}{\partial z} \delta \eta\right)+\ldots\right] d x d y d z .
\end{aligned}
$$

Similarly on varying $T$, we find

$$
\begin{aligned}
\delta T & =\frac{1}{4 \pi} \iiint[\mu \alpha \delta \alpha+\mu \beta \delta \beta+\mu \gamma \delta \gamma] d x d y d z \\
& =\frac{1}{4 \pi} \iiint[a \delta \xi+b \delta \dot{\eta}+c \delta \dot{\zeta}] d x d y d z,
\end{aligned}
$$

giving

$$
\begin{aligned}
\int_{0}^{\tau} \delta T d t & \left.=\frac{1}{4 \pi} \right\rvert\, \iiint(a \delta \xi+b \delta \eta+c \delta \zeta) d x d y d z_{10}^{{ }^{\tau}} \\
& -\frac{1}{4 \pi} \int_{0}^{\tau} d t \iiint(\dot{a} \delta \xi+\dot{b} \delta \eta+\dot{c} \delta \zeta) d x d y d z .
\end{aligned}
$$

As in $\S 545$, we suppose the values of $\delta \xi, \delta \eta, \delta \zeta$ all to vanish at the instants $t=0$ and $t=\tau$, so that the top line on the right hand vanishes.

Collecting terms, we now obtain

$$
\begin{aligned}
& \int_{0}^{\tau}(\delta T-\{\delta W\}) d t=-\frac{C}{4 \pi} \int_{0}^{\tau} d t \iiint\left\{\left(\frac{\dot{a}}{\bar{C}}+\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}\right) \delta \xi\right. \\
&\left.+\left(\frac{\dot{b}}{\bar{C}}+\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}\right) \delta \eta+\left(\frac{\dot{c}}{C}+\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}\right) \delta \xi\right\} d x d y d z \\
&-\frac{C}{4 \pi} \int_{0}^{\tau} d t \Sigma \iint\{(n Y-m Z) \delta \xi+\ldots\} d S .
\end{aligned}
$$

If our suppositions as to the localisation of the kinetic and potential energies are correct, then $\xi, \eta, \zeta$ may be regarded as independent coordinates at every point of the field. Thus the variations $\delta \xi, \delta \eta, \delta \zeta$ may have all possible values at all points of the field. It follows that their coefficients must vanish separately; hence at every point of the field, we must have

$$
\frac{\dot{a}}{C}+\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}=0, \text { etc. }
$$

These are the equations which the principle of least action gives as the equations of motion when we assume Maxwell's equations (529). We see at once that they are identical with equations (528), so that the two sets of equations (528) and (529) are related through the principle of least action.

## Poynting's Theorem.

576. If we still assume the energy to be localised in the medium in the way imagined by Maxwell, the total energy in any closed region will be given by

$$
T+W=\iiint\left\{\frac{K}{8 \pi}\left(X^{2}+Y^{2}+Z^{2}\right)+\frac{\mu}{8 \pi}\left(\alpha^{2}+\beta^{2}+\gamma^{2}\right)\right\} d x d y d z,
$$

whence, on differentiating, and replacing $\mu \alpha$ by $a, K X$ by $4 \pi f$, etc., $\frac{d(T+W)}{d t}=\iiint\left\{\left(X \frac{d f}{d t}+Y \frac{d g}{d t}+Z \frac{d h}{d t}\right)+\frac{1}{4 \pi}\left(\alpha \frac{d a}{d t}+\beta \frac{d b}{d t}+\gamma \frac{d c}{d t}\right)\right\} d x d y d z$.

On substituting from equations (528) and (529), this becomes

$$
\begin{aligned}
\frac{d(T+W)}{d t}=\frac{C}{4 \pi} \iiint\left\{X\left(\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z}\right)\right. & \left.+\ldots-\alpha\left(\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}\right)-\ldots\right\} d x d y d z \\
& -C \iiint(u X+v Y+w Z) d x d y d z
\end{aligned}
$$

In this equation, the last line represents exactly the rate at which work is performed or energy dissipated by the flow of currents, so that the first line must represent the rate at which energy flows into the region from outside.

By Green's Theorem (\$179), the first line

$$
\begin{aligned}
& =\frac{C}{4 \pi} \iiint\left\{\frac{\partial}{\partial x}\left(Z \beta-Y_{\gamma}\right)+\frac{\partial}{\partial y}\left(X_{\gamma}-Z \alpha\right)+\frac{\partial}{\partial z}(Y \alpha-X \beta)\right\} d x d y d z \\
& =-\frac{C}{4 \pi} \iint\left\{l\left(Z \beta-Y_{\gamma}\right)+m\left(Y_{\gamma}-Z \alpha\right)+n(Y \alpha-X \beta)\right\} d S,
\end{aligned}
$$

$l, m, n$ being the direction-cosines of the normal inwards into the region.
Thus if we put

$$
\Pi_{x}=\frac{C}{4 \pi}\left(Y_{\gamma}-Z \beta\right), \text { etc. }
$$

it appears that the value of $\frac{d}{d t}(T+W)$ is the same as if there were a flow of energy in the direction $l, m, n$ of amount $l \Pi_{x}+m \Pi_{y}+n \Pi_{z}$. The vector $\Pi$ of which $\Pi_{x}, \Pi_{y}, \Pi_{z}$ are components is of amount

$$
\Pi=\sqrt{ }\left(\Pi_{x}^{2}+\Pi_{y^{2}}{ }^{2}+\Pi_{z^{2}}{ }^{2}\right)=\frac{C}{4 \pi} R H \sin \theta
$$

where $R, H$ are the electric and magnetic intensities and $\theta$ is the angle between them. The direction of the vector $\Pi$ is at right angles to both $R$ and $H$, and the flow of energy into or out of the surfaces is the same as if there were a flow equal to $\Pi$ in magnitude and direction at every point of space. This vector $\Pi$ is called the "Poynting flux of energy."

The integral of the Poynting Flux over a closed surface gives the total flow of energy into or out of a surface, but it has not been proved, and we are not entitled to assume, that there is an actual flow of energy at every point equal to the Poynting Flux. For instance if an electrified sphere is placed near to a bar magnet, this latter assumption would require a perpetual flow of energy at every point in the field except the special points at which the electric and magnetic lines of force are tangential to one another. It is difficult to believe that this predicted circulation of energy can have any physical reality. On the other hand it is to be noticed that such a circulation of energy is almost meaningless. The circulation of a fluid is a definite oonception because it is possible to identify the different particles of a fluid; we can say for instance whether or not the particles entering a small element of volume are identical or not with an equal number of particles coming out, but the same is not true of energy.

## Equations for a Uniform Isotropic Dielectric.

577. We return now to the general equations of $\S 574$, and proceed to examine the form they assume in a uniform isotropic dielectric. Since there can be no electric current we put $u=v=w=0$. We also put

$$
4 \pi f f=K X \text { etc., } a=\mu \alpha \text { etc. },
$$

and the equations assume the form

$$
\left.\begin{array}{l}
\frac{K}{\bar{C}} \frac{d X}{d t}=\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z} \\
\frac{K}{\bar{C}} \frac{d Y}{d t}=\frac{\partial \alpha}{\partial z}-\frac{\partial \gamma}{\partial x} \\
\frac{K}{\bar{C}} \frac{d Z}{d t}=\frac{\partial \beta}{\partial x}-\frac{\partial \alpha}{\partial y}
\end{array}\right\}
$$

From the first equation of system (A), we have

$$
\frac{K \mu}{C^{2}} \frac{d^{2} X}{d t^{2}}=\frac{\partial}{\partial y}\left(\frac{\mu}{\bar{C}} \frac{d \gamma}{d t}\right)-\frac{\partial}{\partial z}\left(\frac{\mu}{\bar{C}} \frac{d \beta}{d t}\right),
$$

and on substituting the values of $\frac{\mu}{\bar{C}} \frac{d \gamma}{d t}$ and $\frac{\mu}{\bar{C}} \frac{d \beta}{d t}$ from the last two equations of system (B), this equation becomes

$$
\begin{aligned}
\frac{K \mu}{C^{2}} \frac{d^{2} X}{d t^{2}} & =-\frac{\partial}{\partial y}\left(\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}\right)+\frac{\partial}{\partial z}\left(\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}\right) \\
& =\frac{\partial^{2} X}{\partial y^{2}}+\frac{\partial^{2} X}{\partial z^{2}}-\frac{\partial}{\partial x}\left(\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}\right) .
\end{aligned}
$$

Since the medium is supposed to be uncharged, we have

$$
\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}=0
$$

so that the last term may be replaced by $+\frac{\partial^{2} X}{\partial x^{2}}$, and the equation becomes

$$
\frac{K \mu}{C^{2}} \frac{d^{2} X}{d t^{2}}=\nabla^{2} X .
$$

By exactly similar analysis we can obtain the differential equation satisfied by $Y, Z, \alpha, \beta$ and $\gamma$, and in each case this differential equation is found to be identical with that satisfied by $X$. Thus the three components of electric force and the three components of magnetic force all satisfy exactly the same differential equation, namely

$$
\begin{equation*}
\frac{d^{2} \chi}{d t^{2}}=a^{2} \nabla^{2} \chi . \tag{534}
\end{equation*}
$$

where $a$ stands for $C / \sqrt{K \mu}$. This equation, for reasons which will be seen from its solution, is known as the "equation of wave-propagation."

$$
\text { Solutions of } \frac{d^{2} \chi}{d t^{2}}=a^{2} \nabla^{2} \chi .
$$

Solution for spherical waves.
578. The general solution of the equation of wave-propagation is best approached by considering the special form assumed when the solution $\chi$ is spherically symmetrical. If $\chi$ is a function of $r$ only, where $r$ is the distance from any point, we have

$$
\frac{d^{2} \chi}{d t^{2}}=a^{2} \nabla^{2} \chi=\frac{a^{2}}{r^{2}} \frac{d}{d r}\left(r^{2} \frac{d \chi}{d r}\right),
$$

which may be transformed into

$$
\begin{equation*}
\frac{d^{2}(r \chi)}{d(a t)^{2}}=\frac{d^{2}(r \chi)}{d r^{2}} \tag{535}
\end{equation*}
$$

and the solution is

$$
\begin{equation*}
r \chi=f(r-a t)+\Phi(r+a t) \tag{536}
\end{equation*}
$$

where $f$ and $\Phi$ are arbitrary functions.
The form of solution shews that the value of $\chi$ at any instant over a sphere of any radius $r$ depends upon its values at a time $t$ previous over two spheres of radii $r-a t$ and $r+a t$. In other words, the influence of any value of $\chi$ is propagated backwards and forwards with velocity $a$. For instance, if at time $t=0$ the value of $\chi$ is zero except over the surface of a sphere of radius $r$, then at time $t$ the value of $\chi$ is zero everywhere except over the surfaces of the two spheres of radii $r \pm a t$; we have therefore two spherical waves, converging and diverging with the same velocity $a$.

## General solution (Liouville).

579. The general solution of the equation can be obtained in the following manner, originally due to Liouville.

Expressed in spherical polars, $r, \theta$ and $\phi$, the equation to be solved is

$$
\frac{1}{a^{2}} \frac{d^{2} \chi}{d t^{2}}=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial \chi}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \chi}{\partial \theta}\right)+\frac{1}{r^{2}} \frac{\partial^{2} \chi}{\partial \phi^{2}}=0 .
$$

Let us multiply by $\sin \theta d \theta d \phi$ and integrate this equation over the surface of a sphere of radius $r$ surrounding the origin. If we put

$$
\lambda=\iint \chi \sin \theta d \theta d \phi . \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . .(537)
$$

the equation becomes

$$
\frac{1}{a^{2}} \frac{d^{2} \lambda}{d t^{2}}=\frac{1}{r^{3}} \frac{\partial}{\partial r}\left(v^{-} \frac{\partial \lambda}{\partial r}\right),
$$

the remaining terms vanishing on integration. The solution of this equation (cf. equation (536)) is

$$
\begin{equation*}
\lambda=\frac{1}{r}\{f(a t-r)+\Phi(a t+r)\} \tag{538}
\end{equation*}
$$

For small values of $r$ this assumes the form

$$
\lambda=\frac{1}{r}\left[\{f(a t)+\Phi(a t)\}-r\left\{f^{\prime}(a t)-\Phi^{\prime}(a t)\right\}+\frac{r^{2}}{2}\left\{f^{\prime \prime}(a t)+\Phi^{\prime \prime}(a t)\right\}+\ldots\right]
$$

In order that $\lambda$ may be finite at the origin through all time, we must have

$$
f(a t)+\Phi(a t)=0
$$

at every instant, so that the function $\Phi$ must be identical with $-f$. On putting $r=0$, equation (539) becomes

$$
(\lambda)_{r=0}=-2 f^{\prime}(a t),
$$

and from equation (537), putting $r=0$, we have
so that

$$
\begin{align*}
(\lambda)_{r=0} & =4 \pi(\chi)_{r=0,}, \\
4 \pi(\chi)_{r=0} & =-2 f^{\prime}(a t) .
\end{align*}
$$

Equation (538) may now be written as

$$
r \lambda=f(a t-r)-f(a t+r) .
$$

On differentiating this equation with respect to $r$ and $t$ respectively,

$$
\begin{aligned}
\frac{\partial}{\partial r}(r \lambda) & =-f^{\prime}(a t-r)-f^{\prime}(a t+r), \\
\frac{1}{a} \frac{\partial}{\partial t}(r \lambda) & =f^{\prime}(a t-r)-f^{\prime}(a t+r),
\end{aligned}
$$

and on addition we have

$$
-2 f^{\prime}(a t+r)=\frac{\partial}{\partial r}(r \lambda)+\frac{1}{a} \frac{\partial}{\partial t}(r \lambda) .
$$

This equation is true for all values of $r$ and $t$ : putting $t=0$, we have

$$
-2 f^{\prime}(r)=\frac{\partial}{\partial r}\left(r \lambda_{t=0}\right)+\frac{r}{a} \lambda_{t=0}
$$

as an equation which is true for all values of $r$. Giving to $r$ the special value $r=a t$, the equation becomes

$$
-2 f^{\prime}(u t)=\frac{\partial}{\partial t}\left(t \lambda_{t=0}\right)+t \dot{\lambda}_{t=0} .
$$

The left hand is, by equation (520), equal to $4 \pi(\chi)_{r=0}$. If we use $\bar{\chi}, \bar{\chi}$ to denote the mean values of $\chi$ and $\dot{\chi}$ averaged over a sphere of radius at at any instant, the equation becomes

$$
\begin{equation*}
(\chi)_{r=0}=\frac{\partial}{\partial t}\left(\bar{\chi}_{t=0}\right)+t \overline{\tilde{\chi}}_{t=0} . \tag{541}
\end{equation*}
$$

Thus the value of $\chi$ at any point (which we select to be the origin) at any instant $t$ depends only on the values of $\chi$ and $\dot{\chi}$ at time $t=0$ over a sphere of radius at surrounding this point. The solution is of the same nature as that obtained in §578, but is no longer limited to spherical waves.

## General solution (Kirchhoff).

580. A still more general form of solution has been given by Kirchhoff. Let $\Phi$ and $\Psi$ be any two independent solutions of the original equation, so that

$$
\frac{d^{2} \Phi}{d t^{2}}=a^{2} \nabla^{2} \Phi, \quad \frac{d^{2} \Psi}{d t^{2}}=a^{2} \nabla^{2} \Psi
$$

By Green's Theorem (equation (101))

$$
\begin{aligned}
-\Sigma \iint\left(\Phi \frac{\partial \Psi}{\partial n}-\Psi \frac{\partial \Phi}{\partial n}\right) d S & =\iiint\left(\Phi \nabla^{2} \Psi-\Psi \nabla^{2} \Phi\right) d x d y d z \\
& =\frac{1}{\epsilon^{2}} \iiint\left(\Phi \frac{d^{2} \Psi}{d t^{2}}-\Psi \frac{d^{2} \Phi}{d t^{2}}\right) d x d y d z
\end{aligned}
$$

by equations (542). The volume integrations extend through the interior of any space bounded by the closed surfaces $S_{1}, S_{2}, \ldots$, and the normals to $S_{1}, S_{2}, \ldots$ are drawn, as usual, into the space. If we integrate the equation just obtained throughout the interval of time from $t=-t^{\prime}$ to $t=+t^{\prime \prime}$, we obtain

$$
\begin{align*}
-\Sigma \int_{-t^{\prime}}^{t^{\prime}} d t \int & \left(\Phi \frac{\partial \Psi}{\partial n}-\Psi \frac{\partial \Phi}{\partial n}\right) d S \\
& =\frac{1}{a^{2}}\left[\iiint\left(\Phi \frac{d \Psi}{d t}-\Psi \frac{d \Phi}{d t}\right) d x d y d z\right]_{-t^{\prime \prime}}^{t^{\prime \prime}} . \tag{543}
\end{align*}
$$

So far $\Psi$ has denoted any solution of the differential equation. Let us now take it to be $\frac{1}{r} F(r+a t)$, this being a solution (cf. equation (536)) whatever function is denoted by $F$, and let $F(x)$ be a function of $x$ such that it and all its differential coefficients vanish for all values of $x$ except $x=0$, while

$$
\int_{-\infty}^{+\infty} F(x) d x=1 .
$$

Such a function, for instance, is $F(x)=\underset{c=0}{\operatorname{Lt}} \frac{c}{\pi\left(x^{2}+c^{2}\right)}$.
We can choose $t^{\prime}$ so that, for all values of $r$ considered, the value of $r-a t^{\prime}$ is negative. The value of $r+a t^{\prime \prime}$ is positive if $t^{\prime \prime}$ is positive. Thus $F(r+a t)$ and all its differential coefficients vanish at the instants $t=t^{\prime \prime}$ and $t=-t^{\prime}$, so that the right-hand member of equation (543) vanishes, and the equation becomes

$$
\begin{equation*}
-\Sigma \int_{-t^{\prime}}^{t^{\prime \prime}} d t \iint\left(\Phi \frac{\partial \Psi}{\partial n}-\Psi \frac{\partial \Phi}{\partial n}\right) d S=0 \tag{544}
\end{equation*}
$$

Let us now suppose the surfaces over which this integral is taken to be two in number. First, a sphere of infinitesimal radius $r_{0}$, surrounding the origin, which will be denoted by $S_{1}$, and second, a surface, as yet unspecified, which will be denoted by $\mathbf{S}$. Let us first calculate the value of the contribution to equation (544) from the first surface. We have, on this first surface,

$$
\begin{gathered}
\Psi=\frac{1}{r_{0}} F\left(r_{0}+a t\right), \\
\frac{\partial \Psi}{\partial n}=\frac{\partial \Psi}{\partial r}=-\frac{1}{r_{0}^{2}} F\left(r_{0}+a t\right)+\frac{1}{r_{0}} F^{v}\left(r_{0}+a t\right),
\end{gathered}
$$

so that when $r_{0}$ is made to vanish in the limit, we have

$$
\iint\left(\Phi \frac{\partial \Psi}{\partial n}-\Psi \frac{\partial \Phi}{\partial n}\right) d S_{1}=-4 \pi \Phi_{r=0} F(n t),
$$

and therefore

$$
\begin{aligned}
\int_{-t}^{t^{\prime}} d t \iint\left(\Phi \frac{\partial \Psi}{\partial n}-\Psi \frac{\partial \Phi}{\partial n}\right) d S_{1} & =-4 \pi \int_{-t^{\prime}}^{t^{\prime \prime}} \Phi_{r=0} F(a t) d t \\
& =-\frac{4 \pi}{a} \Phi_{r=0,}, \substack{ \\
t=0}
\end{aligned}
$$

since the integrand vanishes except when $t=0$.

Thus equation (544) becomes

$$
\begin{align*}
\Phi_{r=0}= & -\frac{a}{4 \pi} \int_{-t^{\prime}}^{t^{\prime \prime}} d t \iint\left(\Phi \frac{\partial \Psi}{\partial n}-\Psi \frac{\partial \Phi}{\partial n}\right) d \mathbf{S} \\
=- & \frac{a}{4 \pi} \iint d \mathbf{S} \int_{-t^{\prime}}^{t^{\prime \prime}}\left\{\frac{\Phi}{r} \frac{\partial r}{\partial n} F^{\prime \prime}(r+a t)\right. \\
& \left.+\Phi \frac{\partial}{\partial n}\left(\frac{1}{r}\right) F(r+a t)-\frac{1}{r} F(r+a t) \frac{\partial \Phi}{\partial n}\right\} d t . .
\end{align*}
$$

Integrating by parts, we have, as the value of the first term under the time integral,

$$
\begin{aligned}
& \int_{-t^{\prime}}^{t^{\prime \prime}} \frac{\Phi}{r} \frac{\partial r}{\partial n}{F^{\prime}}^{\prime}(r+a t) d t \\
& \quad=\frac{1}{a} \frac{\Phi}{r} \frac{\partial r}{\partial n}\left|F^{\prime}(r+a t)\right|_{t=-t^{\prime}}^{t=t^{\prime \prime}}-\int_{-t^{\prime}}^{t^{\prime \prime}} \frac{1}{a r} \frac{\partial r}{\partial n} \frac{d \Phi}{d t} F^{\prime}(r+a t) d t .
\end{aligned}
$$

The first term vanishes at both limits, and equation (545) now becomes

$$
\Phi_{\substack{r-0 \\ t=0}}=\frac{a}{4 \pi} \iint d S \int_{-t}^{t^{*}} F(r+a t)\left\{\frac{1}{a r} \frac{\partial r}{\partial n} \frac{d \Phi}{d t}-\Phi \frac{\partial}{\partial n}\left(\frac{1}{r}\right)+\frac{1}{r} \frac{\partial \Phi}{\partial n}\right\} d t .
$$

We can now integrate with respect to the time, for $\boldsymbol{F}(r+a t)$ exists only at the instant $t=-r / a$. Thus the equation becomes

$$
\Phi_{\substack{r=0 \\ t=0}}=\frac{1}{4 \pi} \iint\left[\frac{1}{a r} \frac{\partial r}{\partial n} \frac{d \Phi}{d t}-\Phi \frac{\partial}{\partial n}\left(\frac{1}{r}\right)+\frac{1}{r} \frac{\partial \Phi}{\partial n}\right]_{t=-\frac{r}{a}} d S,
$$

giving the value of $\Phi$ at the time $t=0$ in terms of the values of $\Phi$ and $\dot{\Phi}$ taken at previous instants over any surface surrounding the point. The solution reduces to that of Liouville on taking the surface $\mathbf{S}$ to be a sphere, so that $\frac{\partial}{\partial n}=-\frac{\partial}{\partial r}$.

As with the former solutions, the result obtained clearly indicates propagation in all directions with uniform velocity $a$.

## Propagation of Electromagnetic Waves.

681. It is now clear that the system of equations

$$
\frac{K \mu}{C^{2}} \frac{d^{2} X}{d t^{2}}=\nabla^{2} X,
$$

etc., obtained in §577 indicate that, in a homogeneous isotropic dielectric, all electromagnetic effects ought to be propagated with the uniform velocity $\frac{C}{\sqrt{K_{\mu}}}$. This may be compared with the result obtained in §562. It was there shewn that electric signals propagated along a wire would advance with a velocity $\frac{C}{\sqrt{K_{\mu}}}$ where $K, \mu$ were the inductive capacity and magnetic
permeability of the medium surrounding the wire. It now appears that the velocity of signals along a wire is identical with the velocity of waves in the medium outside the wire.

Maxwell's displacement theory gives a simple explanation of this. A current flowing in a wire is accompanied by a displacement current in the ether. This sets up a magnetic field which is propagated with velocity $C / \sqrt{K \mu}$ in the dielectric and this in turn induces a further current in the wire. On this view the actual process of propagation takes place in the medium, the wire directs the path of the electromagnetic disturbance and absorbs some of the energy.

It is to be noticed that the velocity of propagation along wires was obtained in § 562 before we had introduced the conception of "displacementcurrents" at all. That the result is not inconsistent with the velocity obtained on the hypothesis of displacement-currents will be understood from the result of § 575 .

## Numerical Values.

582. We notice that in free air, in which $K=\mu=1$, the velocity of propagation of electric waves, whether along wires or in the air, ought to be the same as $C$, the ratio of the clectric units. This enables us to apply a severe test to the truth of the theory which has so far been developed, for both the value of $C$ and the velocity of propagation of electric waves admit of direct experimental determination.

The best determinations of $C$, the ratio of the two units, are the following:

| Rosa and Dorsey (1907) | $\ldots$ | $\ldots$ | $2.9971 \times 10^{10}$ |
| :--- | :--- | :--- | :--- |
| Pcrot and Fabry (1898) | $\ldots$ | $\ldots$ | $2.9973 \times 10^{10}$ |
| Hurmuzescu (1896) | $\ldots$ | $\ldots$ | $\ldots$ |
| Abraham (1890) | $\ldots$ | $\ldots$ | $\ldots$ |
| ...0010 | $2.9913 \times 10^{10}$ |  |  |

The true value is probably very close to the value obtained by Rosa and Dorsey, namely $C=2.9971 \times 10^{10}$.

Recent determinations of the velocity of propagation of electromagnetic wavos in air are as follows:

| Maclean (1899) | $\ldots$ | $\ldots$ | $\ldots$ | $2.991 \times 10^{10}$ |
| :--- | ---: | ---: | ---: | ---: |
| Saunders (1897) | $\ldots$ | $\ldots$ | $\ldots$ | $2.997 \times 10^{10}$ |
| Trowbridge and Duane (1895) | $\ldots$ | $3.003 \times 10^{10}$ |  |  |

The mean of these values is $2.997 \times 10^{10}$.
In the determinations of Saunders and of Trowbridge and Duane the waves were guided by copper wires, while the experiments of Maclean dealt with waves propagated through air without wires. The equality of velocities is of course a consequence, and also a confirmation, of the results obtained in § 562 .

The ratio of the units, $C$, is also equal, or at least very nearly equal, to the velocity of light in air, and this confirmed Maxwell in his suggestion that light propagation is a special case of the propagation of electromagnetic waves. Out of this suggestion, amply borne out by the results of further experiments, has grown the electromagnetic theory of light of which a short account is given in the next chapter. The best determination of the velocity of light in air at present available is based on the experiments of Michelson and is

$$
2.9977 \times 10^{10} \text { cms. a second. }
$$

Except for small differences, which are well within the errors of the various expcriments, the quantities previously mentioned are seen to agree with this in value.

Thus we may say, that the ratio of units $C$ is identical with the velocity of propagation of electromagnetic waves, and this again is identical with the velocity of light.

## Equations for a Uniform Isotropic Conductor.

683. In an isotropic conductor the current ( $u, v, w$ ) is proportional at every point to the electric force ( $X, Y, Z$ ). We are supposing $u, v, w$ to be measured in electromagnetic units. The values of the components of electric force, measured in electromagnetic units, are $C X, C Y, C Z$, these being of course the forces acting on an electromagnetic unit of electrical charge. Thus by Ohm's Law,

$$
u=\frac{C X}{\tau}, \text { eta. }
$$

where $\tau$ is the specific resistance measured in electromagnetic units. If we further put $4 \pi f=K X$, etc., equations (529) become

$$
\begin{equation*}
\left(\frac{4 \pi C}{\tau}+\frac{K}{C} \frac{d}{d t}\right) X=\frac{\partial y}{\partial y}-\frac{\partial \beta}{\partial z} . \tag{546}
\end{equation*}
$$

and two similar equations.
On replacing equations (529) by these, the equations of $\S 574$ become the general equations of an isotropic conducting medium.

If we differentiate the three equations of the system (546) with respect to $a, y, z$ and add, we obtain

$$
\left(\frac{4 \pi C}{\tau}+\frac{K}{C} \frac{d}{d t}\right)\left(\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}\right)=0 .
$$

From equation (530) we have

$$
\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}=\frac{4 \pi \rho}{K}
$$

so that our equation becomes

$$
\frac{d \rho}{d t}=-\frac{4 \pi C^{2}}{K \tau} \rho .
$$

If $\rho_{0}$ is the value of $\rho$ at time $t=0$, the solution of this equation is

$$
\rho=\rho_{0} e^{-\frac{4 \pi C^{2} \mathcal{S}}{K T} t},
$$

shewing that $\rho$ falls away exponentially, no matter what electric or magnetic fields may be acting. This equation is identical with that already obtained in § 396, the factor $C^{\mathbf{1}}$ simply corresponding to a change of units. Thus inside a conducting medium any initial charge will rapidly disappear, and we may suppose that

$$
\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}=0 ; \rho=0
$$

583 a. Multiply both sides of equation (546) by $\mu$ and differentiate with respect to the time. We find

$$
\frac{K \mu}{C} \frac{d^{2} X}{d t^{2}}+\frac{4 \pi \mu C}{\tau} \frac{d X}{d t}=\frac{\partial}{\partial y}\left(\frac{d c}{d t}\right)-\frac{\partial}{\partial z}\left(\frac{d b}{d t}\right) .
$$

The right-hand member of this equation may by equations (528) be replaced by
or

$$
\begin{gathered}
-C^{\prime} \frac{\partial}{\partial y}\left(\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}\right)+C \frac{\partial}{\partial z}\left(\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}\right) \\
C\left[\nabla^{\imath} X-\frac{\partial}{\partial x}\left(\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}\right)\right]
\end{gathered}
$$

and this is equal to $C \nabla^{\boldsymbol{\imath}} X$, in virtue of the relation

$$
\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}=0
$$

Thus the equation becomes, on dividing through by $C$,

$$
K \mu d^{2} \frac{d^{2} X}{d t^{2}}+\frac{4 \pi \mu}{\tau} \frac{d X}{d t}=\nabla^{2} X .
$$

This equation involves $X$ only, and so is the differential equation satisfied by $X$ when electromagnetic waves are propagated in a conductor. Naturally $Y, Z$ satisfy similar equations, and equations (528) shew that $a, b, c$ or $a, \beta, \gamma$ again satisfy similar equations. Thus $X, Y, Z, \alpha, \beta, \gamma$ all satisfy the same differential equation, namely

$$
\frac{d^{2} X}{d t^{2}}+\frac{4 \pi C^{2}}{K \tau} \frac{d X}{d t}=a^{2} \nabla^{2} X,
$$

where $a$ stands for $C / \sqrt{K \mu}$. The complete solution of this equation has been given by Riemann*.

[^22]We may notice that in a dielectric, $\tau=\infty$, so that the second term disappears. The equation then reduces, as it ought, to equation (534) already obtained in §577. In many problems, the second term is more important than the first. When the first term is omitted, the equation reduces to the well-known equation of conduction of heat, already obtained in $\S 535$ (equation (480)).

To form an estimate of the relative importance of the two terms on the left, let us examine the case of an alternating current in which the timefactor is $e^{i p t}$. We may as usual replace $\frac{d}{d t}$ by $i p$, and the equation becomes

$$
\left(-p^{2}+\frac{4 \pi C^{2}}{K \tau} i p\right) \chi=a^{2} \nabla^{2} \chi
$$

The neglect of the first term, which is of course the same thing as neglecting the displacement-current, is clearly permissible if $4 \pi C^{2} / K \tau p$ is numerically large. When this ratio is not large, the error produced by the neglect of the first term will be greatest in problems in which $\tau$ is large (conductors of high resistance) and in which $p$ is large (rapidly changing fields). On substituting numerical values it will be found that in problems of conduction through metals, the neglect of the factor $K \tau p / 4 \pi C^{2}$ produces a quite inappreciable error unless $p$ is comparable with $10^{13}-i . e$. unless we are dealing with oscillating fields of which the frequency is comparable with that of light-waves. Thus the effect of the displacement-current in metals has been inappreciable in the problems so far discussed, so that the neglect of this effect may be regarded as justifiable. The matter stands differently as regards the problems to be discussed in the next chapter, in which the oscillations of the field are identical with those of light-waves.

## Units.

584. We may at this stage sum up all that has been said about the different systems of electrical units.

There are three different systems of units to be considered, of which two are theoretical systems, the electrostatic and the electromagnetic, while the third is the practical system. We shall begin by discussing the two theoretical systems and their relation to one another.
685. In the Electrostatic System the fundamental unit is the unit of electric charge, this being defined as a charge such that two such charges at unit distance apart in air exert unit force upon one another. There will, of course, be different systems of electrostatic units corresponding to different units of length, mass and time, but the only system which need be considered
is that in which these units are taken to be the centimetre, gramme and second respectively.

In the Electromagnetic System the fundamental unit is the unit mag. netic pole, this being defined to be such that two such poles at unit distance apart in air exert unit force upon one another. Again the only system which need be considered is that in which the units of length, mass and time are the centimetre, gramme and second.

From the unit of electric charge can be derived other units-e.g. of electric force, of electric potential, of electric current, etc.-in which to measure quantities which occur in electric phenomena. These units will of course also be electrostatic units, being derived from the fundamental electrostatic unit.

So also from the unit magnetic pole can be derived other units-e.g. of magnetic force, of magnetic potential, of strength of a magnetic shell, etc.in which to measure quantities which occur in magnetic phenomena. These units will belong to the electromagnetic system.

If electric phenomena were entirely dissociated from magnetic phenomena, the two entirely different sets of units would be necessary, and there could be no connection between them. But the discovery of the connection between electric currents and magnetic forces enables us at once to form a connection between the two sets of units. It enables us to measure electric quantitiese.g. the strength of a current-in electromagnetic units, and conversely we can measure magnetic quantities in electrostatic units.

We find, for instance, that a magnetic shell of unit strength (in electromagnetic measure) produces the same field as a current of certain strength. We accordingly take the strength of this current to be unity in electromagnetic measure, and so obtain an electromagnetic unit of electric current. We find, as a malter of experiment, that this unit is not the same as the electrostatic unit of current, and therefore denote its measure in electrostatic units of current by $C$. This is the same as taking the electromagnetic unit of charge to be $C$ times the electrostatic unit, for current is measured in either system of units as a charge of electricity per unit time.

In the same way we can proceed to connect the other units in the two systems. For instance, the electromagnetic unit of electric intensity will be the intensity in a field in which an electromagnetic unit of charge experiences a force of one dyne. An electrostatic unit of charge in the same field would of course experience a force of $1 / C$ dynes, so that the electrostatic measure of the intensity in this field would be $1 / C$. Thus the electromagnetic unit of intensity is $1 / C$ times the electrostatic. The following table of the ratios of the units can be constructed in this way:

Ratios of Units.

| Charge of Electricity: | One electromag. unit $=C$ electrostat. units. |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Electromotive Force. | " | " | , $=1 / C$ | " | " |
| Electric Intensity. | " | " | " $=1 / C$ |  |  |
| Potential. | " | " | , $=1 / C$ | " | " |
| Electric Polarisation. | " | " | $n=C$ | " |  |
| Capacity. | " | " | $=C^{2}$ |  |  |
| Current. | " | " | = $C$ | " |  |
| Resistance of a conductor. | " | " | , $=1 / C^{2}$ | " | " |
| Strength of magnetic pole. | " | " | " $=1 / C$ | " | " |
| Magnetic Intensity. | " | " | , $=C$ | " | " |
| Induction. | " | " | " $=1 / C$ | " | " |
| Inductive Capacity. | " | " | $=C^{2}$ |  | " |
| Magnetic Permeability. | " | " | ${ }^{\prime}=1 / C^{2}$ |  |  |

586. The value of $C$, as we have said, is equal to about $3 \times 10^{10}$ in c.G.s. units. If units other than the centimetre, gramme and second are taken, the value of $C$ will be different. Since we have seen that $C$ represents a velocity, it is easy to obtain its value in any system of units.

For instance a velocity $3 \times 10^{10}$ in c.c.s. units $=6.71 \times 10^{8}$ miles per hour, so that if miles and hours are taken as units the value of $C$ will be $6.71 \times 10^{8}$.

## Practical Units.

687. The practical system of units is derived from the electromagnetic system, each practical unit differing only from the corresponding electromagnetic unit by a certain power of ten, the power being selected so as to make the unit of convenient size. The actual measures of the practical units are as follows:

| Quantity | Name of Unit | Measure in eleatromag. units | Measure in eleotrostatic units (Taking $C=3 \times 10^{1}$ |
| :---: | :---: | :---: | :---: |
| Charge of Electricity | Coulomb | $10^{-1}$ | $3 \times 10^{0}$ |
| Electromotive Force |  |  |  |
| Electric Intensity <br> Potential | Volt | $10^{8}$ | \$80 |
| Capacity | Farad | $10 \rightarrow$ | $9 \times 10^{11}$ |
| " | Microfarad | $10^{-18}$ | $9 \times 10^{3}$ |
| Current | Ampère | $10^{-1}$ | $3 \times 10^{0}$ |
| Resistance | Ohm | $10^{\circ}$ | $\frac{1}{9 \times 10^{11}}$ |

For legal and commercial purposes, the units are defined in terms of material standards. Thus according to the resolutions of the International Conference of 1908 the legal (International) ohm is defined to be the resistance offered to a steady current by a uniform
column of mercury of length $106 \cdot 300 \mathrm{cms}$., the temperature being $0^{\circ} \mathrm{C}$., and the mass being 14.4521 grammes, this resistance being equal, as nearly as can be determined by experiment, to $10^{0}$ electromagnetic units. Similarly the legal (International) ampère is defined to be the current which, when passed through a solution of silver nitrate in water, deposits silver at the rate of 00111800 grammes per second.

## Physical Dimensions of Units.

588. As explained in $\S 18$, all the electric and magnetic units will have apparent dimensions in mass, length and time. These are shewn in the following table:

| Charge of Electricity | c | Electrostatio $M^{\frac{1}{2}} L^{\frac{3}{2}} T^{-1}$ | Electromagnetio $M^{\frac{1}{3}} L^{\frac{1}{2}}$ |
| :---: | :---: | :---: | :---: |
| Density " " | $\rho$ | $M^{\frac{1}{2}} L^{-\frac{3}{2}} T^{-1}$ | $M^{\frac{1}{2}} L^{-\frac{1}{2}}$ |
| Electromotive Force | $E$ | $M^{\frac{1}{3}} L^{\frac{1}{2}} T^{-1}$ | $M^{\frac{1}{2}} L^{\frac{3}{3}} T^{-2}$ |
| Electric Intensity | $\boldsymbol{R}(\boldsymbol{X}, Y, Z)$ | $M^{12} L^{-\frac{1}{2}} T^{-1}$ | $M^{\frac{1}{2}} L^{\frac{1}{2}} T^{1-2}$ |
| Potential | $V$ | $M^{\frac{1}{3}} L^{-\frac{1}{2}} T^{-1}$ | $M^{\frac{1}{2}} L^{\frac{3}{2}} T^{-2}$ |
| Electric Polarisatiod | $\boldsymbol{P}(f, g, h)$ | $M^{\frac{1}{2}} L^{-\frac{1}{2}} T^{-1}$ | $M^{\frac{1}{3}} L^{-\frac{9}{2}}$ |
| Capacity | C | $L$ | $L^{-1} T^{2}$ |
| Current | $i$ | $M^{\frac{1}{2}} L^{\frac{3}{2}} T^{-2}$ | $M^{\frac{1}{2}} L^{\frac{1}{2}} T^{-1}$ |
| Current per unit area | ( $u, v, w$ ) | $M^{\frac{1}{2}} L^{-\frac{1}{2}} T^{-2}$ | $M^{\frac{1}{2}} L^{-\frac{1}{2}} T^{-1}$ |
| Resistance | $\boldsymbol{R}$ | $L^{-1} T$ | $L T^{-1}$ |
| Specific resistance | $\tau$ | $T$ | $L^{2} T^{-1}$ |
| Strength of magnetic pole | $m$ | $M^{\frac{1}{2}} L^{\frac{1}{3}}$ | $M^{\frac{1}{2}} L^{\frac{3}{2}} T^{-1}$ |
| Magnetic Force | $\boldsymbol{H}(\boldsymbol{a}, \boldsymbol{\beta}, \gamma)$ | $M^{\frac{1}{2}} L^{\frac{1}{2}} T^{-2}$ | $M^{\frac{1}{4}} L^{-\frac{1}{2}} T^{-1}$ |
| " Induction | $B(a, b, c)$ | $M^{\frac{1}{2}} L^{-\frac{3}{2}}$ | $M^{\frac{1}{2}} L^{-\frac{1}{2}} T^{-1}$ |
| Inductive Capacity | $\boldsymbol{K}$ | 1 | $L^{-2} 7^{2}$ |
| Magnetic Permeability | $\mu$ | $L^{-2} T^{2}$ | 1 |

## CHAPTER XVIII

## THE ELEOTROMAGNETIC THEORY OF LIGH'T

## Velocity of Light in Different Media.

589. It has been seen that, on the electromagnetic theory of light, the propagation of waves of light in vacuo ought to take place with a velocity equal, within limits of experimental error, to the actual observed velocity of light. A further test can be applied to the theory by examining whether the observed and calculated velocities are in agreement in other media.

According to the electromagnetic theory, if $V$ is the velocity in any medium, and $V_{0}$ the velocity in vacuo, we ought to have the relation

$$
\frac{V}{V_{0}}=\frac{1}{\sqrt{K \mu}} / \frac{1}{\sqrt{K_{0} \mu_{0}}}
$$

where $K_{0}, \mu_{0}$ refer to free space.
For free space and all media which will be considered, we may take $\mu=1$. Also if $\nu$ is the refractive index for a plane wave of light passing from free space to any medium, we have from optical theory the relation

$$
\frac{V_{0}}{V}=\nu,
$$

so that, according to the electromagnetic theory, the refractive index of any medium ought to be connected with its inductive capacity by the relation

$$
\nu=\sqrt{\frac{K}{K_{0}}} .
$$

One difficulty appears at once. According to this equation there ought to be a single definite refractive index for each medium, whereas the phenomenon of dispersion shews that the refractive index of any medium "varies with the wave-length of the light. It is easy to trace this difficulty to its source. The phenomenon of dispersion is supposed to arise from the periodic motion of charged electrons associated with the molecules of the medium (cf. §610, below), whereas the theoretical value which has been obtained for the v -locity of light has been deduced on the supposition that there are no moving charges at any point of the dielectric (cf. $\S 577$ ). A correction to the value just obtained for $\nu$ will be needed to represent the effect of the motion of charged electrons in the medium. When this motion is infinitely slow, the correction disappears, so that our equation ought to give the true value of $\nu$ in the limiting case of light, or other electromagnetic waves, of infinite wavelength. It is impossible to deal experimentally with waves of infinite wave-
length, but the following tables* shew that as the wave-length increases, the refractive index $\nu$ approximates to $\sqrt{\bar{K} / K_{0}}$.

Water.
$\sqrt{\frac{\bar{K}}{\bar{K}_{0}}}=\sqrt{80}=8.94$.

| Wave-length <br> (cme.) | $\nu$ (observed) |
| :---: | :---: |
|  |  |
| 65 | 8.88 |
| 8.8 | 8.89 |
| 5.7 | 8.79 |
| 3.7 | $8 \cdot 10$ |
| 1.75 | 7.82 |
| 0.8 | 8.97 |
| 0.4 | 9.50 |
| $000126+$ | 1.32 |
| $0000589_{+}^{\ddagger}$ | 1.33 |

Ethyl Alcohol.

$$
\sqrt{\frac{\bar{K}}{K_{0}}}=5 \cdot 1 .
$$

| Wave-length <br> (cms.) | $\nu$ (observed) |
| :---: | :---: |
| 6 |  |
| 65 | 4.89 |
| 5.7 | 3.4 |
| 0.8 | 2.57 |
| 0.4 | 2.24 |
| $.0000589 \ddagger$ | 1.36 |

590. For gases there is quite good agreement between theory and experiment, in spite of the failure of the theory to take all the facts into account.

In the following table, the values of $\sqrt{\frac{\bar{K}}{K_{0}}}$ are mean values taken from the table already given on p. 132 of the inductive capacities of gases. The values of $\nu$ refer to sodium light.

| Gas | Mean $\sqrt{\frac{K}{K_{0}^{\prime}}} \S$ | $\nu$ <br> Vodium (observed) <br> Soline $\\|$ |  |
| :--- | ---: | :---: | :---: |
| Hydrogen | $\ldots$ | 1.000132 | 1.000138 |
| Air | $\ldots$ | $\ldots$ | 1.000293 |
| Carbon Monoxide | 1.000347 | 1.000292 |  |
| Carbon Dioxide | 1.000492 | 1.0001334 |  |
| Nitrous Oxide | $\ldots$ | 1.000495 | 1.000450 |
| Ethylene | $\ldots$ | 1.00073 | 1.000719 |

[^23]
## Waves of Liget in non-conducting Media.

## Solution of Differential Equation for Plane Waves.

691. The equation of wave-propagation

$$
\frac{d^{2} \chi}{d t^{2}}=a^{2} \nabla^{2} \chi
$$

has, as a particular solution,

$$
\begin{equation*}
x=A e^{i x(l z+m y+n z-a t)} \tag{547}
\end{equation*}
$$

provided $l^{2}+m^{2}+n^{2}=1$. This value of $\chi$ is a complex quantity of which the real and imaginary parts separately must be solutions of the original equation. Thus we have the two solutions

$$
\begin{align*}
& \chi=A \cos \kappa(l x+m y+n z-a t) .  \tag{548}\\
& \chi=A \sin \kappa(l x+m y+n z-a t) .
\end{align*}
$$

Either of these solutions represents the propagation of a plane wave. The direction-cosines of the direction of propagation are $l, m, n$, and the velocity of propagation is $a$. Usually it will be found simplest to take the value of $\chi$ given by equation (547) as the solution of the equation and reject imaginary terms after the analysis is completed. This procedure will be followed throughout the present chapter; it will of course give the same result as would be obtained by taking equation (548) as the solution of the differential equation.

## Propagation of a Plane Wave.

592. Let us now consider in detail the propagation of a plane wave of light, the direction of propagation being taken, for simplicity, to be the axis of $x$. The values of $X, Y, Z, \alpha, \beta, \gamma$ must all be solutions of the differential equation, each being of the form

$$
\begin{equation*}
\chi=A e^{i x(x-a t)} \tag{549}
\end{equation*}
$$

The six values of $X, Y, Z, \alpha, \beta, \gamma$ are not independent, being connected by the six equations of $\S 577$, namely

$$
\left.\begin{array}{l}
\frac{K}{\bar{C}} \frac{d X}{d t}=\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z}  \tag{B}\\
\frac{K}{\bar{C}} \frac{d Y}{d t}=\frac{\partial \alpha}{\partial z}-\frac{\partial \gamma}{\partial x} \\
\frac{K}{\bar{C}} \frac{d Z}{d t}=\frac{\partial \beta}{\partial x}-\frac{\partial \alpha}{\partial y}
\end{array}\right\} \ldots .(\mathrm{A})
$$

$$
\left.\begin{array}{l}
-\frac{\mu}{C} \frac{d \alpha}{d t}=\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z} \\
-\frac{\mu}{C} \frac{d \beta}{d t}=\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x} \\
-\frac{\mu}{C} \frac{d \gamma}{d t}=\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}
\end{array}\right\}
$$

From the form of solution (equation (549)), it is clear that all the differential operators may be replaced by multipliers. We may put

$$
\frac{d}{d t}=-i \kappa a, \quad \frac{\partial}{\partial x}=i \kappa, \quad \frac{\partial}{\partial y}=\frac{\partial}{\partial z}=0 .
$$

The equations now become

$$
\left.\begin{array}{rl}
X & =0 \\
\frac{K a}{C} Y & =-\gamma \\
\frac{K a}{C} Z & =\beta
\end{array}\right\} \ldots \ldots\left(\mathrm{A}^{\prime}\right),
$$

$$
\left.\begin{array}{rl}
\alpha & =0 \\
\frac{\mu a}{\bar{C}} \beta & =Z \\
\frac{\mu a}{\bar{C}} \gamma=-Y
\end{array}\right\} \ldots \ldots\left(\mathrm{B}^{\prime}\right) .
$$

Since $K \mu a^{2}=C^{2}$, it is clear that the second and third equations in ( $\mathrm{A}^{\prime}$ ) are identical with the third and second equations respectively in ( $\mathrm{B}^{\prime}$ ).

Since $X=0, \alpha=0$, it appears that both the electric and magnetic forces are, at every instant, at right angles to the axis of $x$, i.e. to the direction of propagation. From the last two equations of system ( $\mathrm{A}^{\prime}$ ) we obtain

$$
\beta Y+\gamma Z=0,
$$

shewing that the elcctric force and the magnetic force are also at right angles to one another.

On comparing the results obtained from the electromagnetic theory of light, with those obtained from physical optics, it is found that the wave of light which we have been examining is a plane-polarised ray whose plane of polarisation is the plane containing the magnetic force and the direction of propagation. Thus the magnetic force is in the plane of polarisation, while the electric force is at right angles to this plane.

## Crystalidne Dielectric Media.

$592 a$. Let us consider the propagation of light, on the electromagnetic theory, in a crystalline medium in which the ratio of the polarisation to the electric force is different in different directions.

By equation (92), the electric energy $W$ per unit volume in such a medium is given by

$$
W=\frac{1}{8 \pi}\left(K_{11} X^{2}+2 K_{12} X Y+\ldots\right) .
$$

If we transform axes, taking as new axes of reference the principal axes of the quadric

$$
K_{11} x^{2}+9 K_{12} x y+\ldots=1,
$$

then the energy per unit volume assumes the form

$$
W=\frac{1}{8 \pi}\left(K_{1} X^{2}+K_{2} Y^{2}+K_{\mathrm{j}} Z^{2}\right) .
$$

The components of polarisation are now given by (cf. equations (89))

$$
4 \pi f=K_{1} X, \quad 4 \pi g=K_{2} Y, \quad 4 \pi h=K_{3} Z,
$$

so that the general equations (529) and (528) of §574 assume the forms

$$
\left.\left.\begin{array}{ll}
\frac{K_{1}}{C} \frac{d X}{d \bar{t}}=\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z} \\
\frac{K_{2}}{C} \frac{d Y}{d t}=\frac{\partial \alpha}{\partial z}-\frac{\partial \gamma}{\partial x} \\
\frac{K_{3}}{C} \frac{d Z}{d \bar{t}}=\frac{\mu \beta}{\partial x}-\frac{\partial \alpha}{\partial y}
\end{array}\right\} \ldots .\left(\mathrm{A}^{\prime \prime}\right), \quad-\frac{\mu \alpha}{d t}=\frac{\partial Z}{\partial y}-\frac{\partial \beta}{\partial z}=\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}\right\} \ldots \ldots\left(\mathrm{B}^{\prime \prime}\right) .
$$

These may be compared with equations (A) and (B) of § 592.
If we differentiate the system of equations ( $\mathrm{A}^{\prime \prime}$ ) with respect to the time, and substitute the va!ues of $\frac{d a}{d t}, \frac{d \beta}{d t}, \frac{d \gamma}{d t}$ from system ( $\mathrm{B}^{\prime \prime}$ ), we obtain

$$
\frac{K_{1} \mu}{C^{2}} \frac{d^{2} X}{d t^{2}}=\nabla^{2} X-\frac{\partial}{\partial x}\left(\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}\right), \text { etc. }
$$

On assuming a solution in which $X, Y, Z$ are each proportional to

$$
e^{i x(l x+m y+n z-V t)}
$$

these equations become

$$
\frac{K_{1} \mu}{C^{\prime 2}} V^{2} X=X-l(l X+m Y+n Z)=0, \text { etc. }
$$

On eliminating $X, Y$ and $Z$ from these three equations, we obtain

$$
\frac{l^{2}}{V^{2} \frac{K_{1} \mu}{C^{2}}-1}+\frac{m^{2}}{V^{2} \frac{K_{2} \mu}{C^{2}}-1}+\frac{n^{2}}{V^{2} \frac{K_{3} \mu}{C^{2}}-1}+1=0 .
$$

If we put $\frac{C^{2}}{K_{1} \mu}=v_{1}^{2}$, etc., and simplify, this becomes

$$
\frac{l^{2}}{V^{2}-v_{1}^{2}}+\frac{m^{2}}{V^{2}-v_{2}^{2}}+\frac{n^{2}}{V^{2}-v_{3}^{2}}=0 .
$$

This equation gives the velocity of propagation $V$ in terms of the directioncosines $l, m, n$ of the normal to the wave-front. The equation is identical with that found by Fresnel to represent the results of experiment. It can be shewn that the corresponding wave-surface is the well-known Fresnel wavesurface, and all the geometrical phenomena of the propagation of light in a crystalline medium follow directly. For the development of this part of the theory, the reader is referred to books on physical optics.

Assuming that $\alpha, \beta, \gamma$ as well as $X, Y, Z$ are proportional to the exponential $e^{i k(l x+m y+n z-V t)}$, the equations of system ( $\mathrm{A}^{\prime \prime}$ ) become

$$
-\frac{K_{1} \mu V}{C^{-}} X=m \gamma-n \beta
$$

and two similar equations.

If we multiply these three equations by $l, m, n$ respectively and add, we obtain

$$
l K_{1} X+m K_{2} Y+n K_{5} Z=0,
$$

shewing that the electric polarisation is in the wave-front.
The system ( $\mathrm{B}^{\prime \prime}$ ) of equations reduce to

$$
\mu \frac{V}{C} \alpha=m Z-n Y
$$

and two similar equations, and on again multiplying by $l, m, n$ and adding, we obtain

$$
l \alpha+m \beta+n \gamma=0
$$

which shews that the magnetic force also is in the wave-front.
We shall not discuss crystalline media in detail in the present book since their special peculiarities are the same on the electromagnetic as on any other theory of light. The discussion of these peculiarities is a branch of the science of optics rather than of electromagnetisin.

## Mechanical Action.

## Energy in Light-waves.

592 b. For a wave of light propagated along the axis of $0 x$, and having the electric force parallel to $O y$, we have (cf. §592) the solution

$$
\begin{aligned}
X & =Z=0 ; Y=Y_{0} \cos \kappa(x-a t), \\
\alpha & =\beta=0 ; \gamma=\gamma_{0} \cos \kappa(x-a t),
\end{aligned}
$$

and this satisfies all the electromagnetic equations, provided the ratio of $\gamma_{0}$ to $Y_{0}$ is given by

$$
-\frac{\gamma_{0}}{Y_{0}}=\frac{K a}{C}=\frac{C}{\mu \alpha}=\sqrt{\frac{\bar{K}}{\mu}} .
$$

The energy per unit volume at the point $x$ is

$$
\frac{1}{8 \pi}\left(K Y^{2}+\mu \gamma^{2}\right)=\frac{1}{8 \pi}\left(K Y_{0}^{2}+\mu \gamma_{0}^{2}\right) \cos ^{2} \kappa(x-a t) .
$$

Since $\mu \gamma_{0}{ }^{2}=K Y_{0}{ }^{2}$, it appears that the electric energy is equal to the magnetic at every point of the wave. The average value of $\cos ^{2} \kappa(x-a t)$, averaged with respect either to $x$ or to $t$, is $\frac{1}{2}$, so that the average energy per unit volume

$$
=\frac{K Y_{0}^{2}}{8 \pi}=\frac{\mu \gamma_{0}^{2}}{8 \pi}
$$

As Maxwell has pointed out*, these formulae enable us to determine the maguitude of the electric and magnetic forces involved in the propagation of

[^24]light. According to the determination of Langley, the mean energy of sunlight, after allowing for partial absorption by the earth's atmosphere, is $4.3 \times 10^{-5}$ ergs per unit volume. This gives, as the maximum value of the electric intensity,
$$
F_{0}=33 \text { c.a S. electrostatic units }=9.9 \text { volts per centimetre, }
$$
and, as the maximum value of the magnetic force,
$$
\gamma_{0}=033 \text { c.G.S. electromagnetic units, }
$$
which is about one-sixth of the horizontal component of the earth's field in England.

## The Pressure of Radiation.

592 c . In virtue of the existence of the electric intensity $Y$, there is in any medium (§165) a pressure $\frac{K Y^{2}}{8 \pi}$ per unit area at right angles to the lines of electric force. There is therefore a pressure of this amount per unit area over each wave-front. Similarly the magnetic field results (\$471) in a pressure of amount $\frac{\mu \gamma^{2}}{8 \pi}$ per unit area.

Thus the total pressure per unit area

$$
=\frac{K Y^{2}+\mu \gamma^{3}}{8 \pi}=\frac{K Y_{0}^{2}+\mu \gamma_{\mathrm{p}^{2}}^{2}}{8 \pi} \cos ^{2} \kappa(x-a t) .
$$

This is exactly the expression just found for the energy per unit volume. Thus we see that over every wave-front there ought, on the electromagnetic theory, to be a pressure of amount per unit area equal to the energy of the wave per unit volume at that point. The existence of this pressure has been demonstrated experimentally by Lebedew* and by Nichols and Hull $\dagger$, and their results agree quantitatively with those predicted by Maxwell's Theory.

## Refraction and Reflection.

Conditions at a Boundary between two different media.
593. Let us next consider what happens when a wave mects a boundary between two different dielectric media 1,2 . Let the suffix 1 refer to quantities evaluated in the first medium, and the suffix 2 to quantities evaluated in the second medium. For simplicity let us suppose the boundary to coincide with the plane of $y z$.

At the boundary, the conditions to be satisfied are ( $\$(137,467$ ):
(1) the tangential components of electric force must be continuous,
(2) the normal components of electric polarisation must be continuous,
(3) the tangential components of magnetic force must be continuous,
(4) the normal components of magnetic induction must be continuous.

Analytically, these conditions are expressed by the equations

$$
\begin{array}{rlll}
K_{1} X_{1}=K_{2} X_{2}, & Y_{1}=Y_{2}, & Z_{1}=Z_{2} \ldots \ldots \ldots . .(550), \\
\mu_{1} \alpha_{1}=\mu_{2} \alpha_{2}, & \beta_{1}=\beta_{2}, & \gamma_{1}=\gamma_{2} \ldots \ldots \ldots .(551) .
\end{array}
$$

It will be at once seen that these six equations are not independent: if the last two of equations (550) are satisfied, then the first of equations (551) is necessarily satisfied also, as a consequence of the relation

$$
-\frac{\mu}{\bar{C}} d \bar{t}=\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}
$$

being satisfied in each medium, while similarly, if the last two of equations (551) are satisfied, then the first of equations (550) is necessarily satisfied. Thus there are only four independent conditions to be satisfied at the boundary, and each of these must be satisfied for all values of $y, z$ and $t$. It is most convenient to suppose the four boundary conditions to be the continuity of $Y, Z, \beta, \gamma$.
. Refraction of a Wave polarised in plane of incidence.
594. Let us now imagine a wave of light to be propagated through medium (1), and to meet the boundary, this wave being supposed polarised in the plane of incidence. Let the boundary, as before, be the plane of $y z$, and let the plane of incidence be supposed to be the plane of $x y$. Since the wave is supposed to be polarised in the plane of incidence, the magnetic force must be in the plane of $x y$, and the electric force must be parallel to the axis of $z$. Hence for this wave, we may take
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$$
\begin{aligned}
X & =Y=0, \\
Z & =Z^{\prime} e^{i x_{1}\left(x \cos \theta_{1}+y \sin \theta_{1}-V_{1} t\right)}, \\
\alpha & =\alpha^{\prime} \quad e^{i i_{1}\left(x \cos \theta_{1}+y \sin \theta_{1}-V_{1} t\right)}, \\
\beta & =\beta^{\prime} \quad e^{i{\kappa_{1}}_{1}\left(x \cos \theta_{1}+y \sin \theta_{1}-V_{2} t\right)}, \\
\gamma & =0,
\end{aligned}
$$

and it is found that the six equations (A), (B) of $p .534$ are satisfied if

$$
\begin{equation*}
\frac{\alpha^{\prime}}{\sin \theta_{1}}=\frac{\beta^{\prime}}{-\cos \theta_{1}}=\frac{Z^{\prime}}{\sqrt{\frac{\mu_{1}}{K_{1}}}} \tag{552}
\end{equation*}
$$

The angle $\theta_{1}$ is seen to be the "angle of incidence" of the wave, namely, the angle between its direction of propagation and the normal ( $O x$ ) to the boundary.

Let us suppose that in the second medium there is a refracted wave, given by

$$
\begin{aligned}
X & =Y=0 \\
Z & =Z^{\prime \prime} e^{i x_{2}\left(x \cos \theta_{2}+y \sin \theta_{2}-V_{2} t\right)} \\
\alpha & =\alpha^{\prime \prime} e^{i \varepsilon_{2}\left(x \cos \theta_{2}+y \sin \theta_{2}-V_{2} t\right)} \\
\beta & =\beta^{\prime \prime} e^{i x_{2}\left(x \cos \theta_{2}+y \sin \theta_{2}-V_{2} t\right)} \\
\gamma & =0
\end{aligned}
$$

where, in order that the equations of propagation may be satisfied, we must have

$$
\frac{\alpha^{\prime \prime}}{\sin \theta_{2}}=\frac{\beta^{\prime \prime}}{-\cos \theta_{2}}=\frac{Z^{\prime \prime}}{\sqrt{\frac{\mu_{2}}{K_{2}}}}
$$

It will be found on substitution in the boundary equations (550) and (551) that the presence of an incident and refracted wave is not sufficient to enable these equations to be satisfied. The equations can, however, all be satisfied if we suppose that in the first medium, in addition to the incident wave, there is a reflected wave given by

$$
\begin{aligned}
X & =Y=0, \\
Z & =Z^{\prime \prime \prime} e^{i_{x_{1}}\left(x \cos \theta_{\theta}+y \sin \theta_{2}-\nabla_{\mathrm{t}} t\right),} \\
\alpha & =\alpha^{\prime \prime \prime} e^{i_{2}\left(x \cos \theta_{y}+y \sin \theta_{3}-V_{1} t\right)}, \\
\beta & =\beta^{\prime \prime \prime} e^{i_{s}\left(x \cos \theta_{3}+y \sin \theta_{3}-V_{1} t\right),} \\
\boldsymbol{\gamma} & =0,
\end{aligned}
$$

where, in order that the equations of propagation may be satisfied, we must have

$$
\begin{equation*}
\frac{\alpha^{\prime \prime \prime}}{\sin \theta_{3}}=\frac{\beta^{\prime \prime \prime}}{-\cos \theta_{3}}=\frac{Z^{\prime \prime \prime}}{\sqrt{\frac{\mu_{2}}{K_{1}}}} \tag{554}
\end{equation*}
$$

The boundary conditions must be satisfied for all values of $y$ and $t$. Since $y$ and $t$ enter only through exponentials in the different waves, this requires that we have

$$
\begin{align*}
& \kappa_{1} \sin \theta_{1}=\kappa_{2} \sin \theta_{2}=\kappa_{3} \sin \theta_{3}  \tag{555}\\
& \kappa_{1} V_{1}=\kappa_{2} V_{2}=\kappa_{3} V_{1} \ldots \ldots . \tag{556}
\end{align*}
$$

From (556) we must have $\kappa_{1}=\kappa_{3}$, and hence from (555), $\sin \theta_{1}=\sin \theta_{3}$. Since $\theta_{1}$ and $\theta_{3}$ must not be identical, we must have $\theta_{1}=\pi-\theta_{3}$. Thus

The angle of incidence is equal to the angle of reflection.
We further have, from equations (555) and (556),

$$
\begin{equation*}
\frac{\sin \theta_{1}}{\sin \theta_{2}}=\frac{V_{1}}{V_{2}}=\nu \tag{557}
\end{equation*}
$$

where $\nu$ is the index of refraction on passing from medium 1 to medium 2 , so that the sine of the angle of incidence is equal to $\nu$ times the sine of the angle of refraction.

Thus the geometrical laws of reflection and refraction can be deduced at once from the electromagnetic theory. These laws can, however, be deduced from practically any undulatory theory of light. A more severe test of a theory is its ability to predict rightly the relative intensities of the incident, reflected and refracted waves, and this we now proceed to examine.
595. The only boundary conditions to be satisfied are the continuity, at the boundary, of $Z$ and $\beta$ (cf. §593). Thus we must have

$$
\begin{align*}
& Z^{\prime}+Z^{\prime \prime \prime}=Z^{\prime \prime} .  \tag{558}\\
& \beta^{\prime}+\beta^{\prime \prime \prime}=\beta^{\prime \prime} . \tag{559}
\end{align*}
$$

On substituting from equations (552), (553) and (554), the last relation becomes

$$
\begin{equation*}
\sqrt{\frac{K_{1}}{\mu_{1}}} \cos \theta_{1}\left(Z^{\prime}-Z^{\prime \prime \prime}\right)=\sqrt{\frac{\overline{K_{2}}}{\mu_{2}}} \cos \theta_{2} Z^{\prime \prime} \tag{560}
\end{equation*}
$$

so that all the boundary conditions are satisfied if
where

$$
\begin{gather*}
\frac{Z^{\prime}}{1+u}=\frac{Z^{\prime \prime}}{2}=\frac{Z^{\prime \prime \prime}}{1-u} \\
u^{2}=K_{2} \mu_{\mu_{2}} \mu_{1} \frac{\cos ^{2} \theta_{2}}{\cos ^{2} \theta_{1}} . \tag{562}
\end{gather*}
$$

For all media in which light can be propagated, we may take $\mu=1$, so that

$$
\begin{equation*}
u=\sqrt{\frac{\bar{K}_{2}}{\bar{K}_{1}} \frac{\cos \theta_{2}}{\cos \theta_{1}}}=\frac{\sin \theta_{1} \cos \theta_{2}}{\sin \theta_{2} \cos \theta_{1}}=\frac{\tan \theta_{1}}{\tan \theta_{2}} \tag{563}
\end{equation*}
$$

Thus the ratio of the amplitude of the reflected to the incident ray is

$$
\begin{equation*}
\frac{Z^{\prime \prime \prime}}{Z^{\prime \prime}}=\frac{1-u}{1+u}=\frac{\tan \theta_{2}-\tan \theta_{1}}{\tan \theta_{2}+\tan \theta_{1}}=\frac{\sin \left(\theta_{2}-\theta_{1}\right)}{\sin \left(\theta_{2}+\theta_{1}\right)} . \tag{564}
\end{equation*}
$$

This prediction of the theory is in good agreement with experiment. This being so, the predicted ratio of $\frac{Z^{\prime \prime}}{Z^{\prime}}$, is necessarily in agreement with experiment, since both in theory and experiment the encrgy of the incident wave must be equal to the sum of the energies of the reflected and refracted waves.

## Total reflection.

596. We have seen (equation (557)) that the angle $\theta_{2}$ is given by

$$
\sin \theta_{2}=\frac{1}{\nu} \sin \theta_{1},
$$

where $\nu$ is the index of refraction for light passing from medium 1 to medium 2. If $\nu$ is less than unity, the value of $\frac{1}{\nu} \sin \theta_{1}$ may be either greater or less than unity according as $\left.\theta_{1}\right\rangle$ or $\left\langle\sin ^{-1} \nu\right.$. In the former case $\sin \theta_{2}$ is greater than unity, so that the value of $\theta_{2}$ is imaginary.

This circumstance does not affect the value of the foregoing analysis in a case in which $\theta_{1}>\sin ^{-1} \nu$, but the geometrical interpretation no longer holds.

Let us denote $\frac{1}{\nu} \sin \theta_{1}$ by $p$, and $\sqrt{p^{2}-1}$ by $q$. Then in the analysis we may replace $\sin \theta_{2}$ by $p$, and $\cos \theta_{2}$ by $i q$, both $p$ and $q$ being real quantities. The exponential which occurs in the refracted wave is now

$$
\begin{aligned}
& e^{i \kappa_{2}\left(x \cos \theta_{2}+y \sin \theta_{2}-V_{2} t\right)} \\
& =e^{i \kappa_{2}\left(i q x+p y-V_{2} t\right)} \\
& =e^{-\kappa_{2} q x} e^{i \kappa_{2}\left(p y-V_{2} t\right)} .
\end{aligned}
$$

Thus the refracted wave is propagated parallel to the axis of $y$, i.e. parallel to the boundary, and its magnitude decreases proportionally to the factor $e^{-\kappa_{1} q x}$. At a small distance from the boundary the refracted wave becomes imperceptible.

Algebraically, the values of $Z^{\prime}, Z^{\prime \prime}$ and $Z^{\prime \prime \prime}$ are still given by equations (561), but we now have

$$
u=\sqrt{\frac{K_{2} \mu_{1}}{\mu_{2} K_{1}}} \cos \theta_{2} \cos \theta_{1} \quad i \sqrt{\frac{\overline{K_{2} \mu_{1}}}{\mu_{2} K_{1}^{\prime}} \cos \bar{\theta}_{1}},
$$

so that $u$ is an imaginary quantity, say $u=i v$, and, from equations (561),

$$
\frac{Z^{\prime \prime \prime}}{Z^{\prime}}=\frac{1-u}{1+u}=\frac{1-i v}{1+i v} .
$$

Since $v$ is real, we have $\left|\frac{1-i v}{1+i v}\right|=1$, so that we may take
where

$$
\begin{gathered}
Z^{\prime \prime \prime}=Z^{\prime} e^{i x}, \\
\chi=\arg \left(\frac{1-i v}{1+i v}\right)=-2 \tan ^{-1} v .
\end{gathered}
$$

In the reflected wave, we now have

$$
\begin{aligned}
Z & =Z^{\prime \prime \prime} e^{i k_{x_{1}}\left(-x \cos \theta_{1}+y \sin \theta_{1}-V_{1} t\right)} \\
& =Z^{\prime} e^{i k_{1}\left(-x \cos \theta_{1}+y \sin \theta_{1}-V_{1} t-2 \operatorname{tun} u^{-1} \theta\right)} .
\end{aligned}
$$

Comparing with the incident wave, in which

$$
Z=Z^{\prime} e^{i x_{1}\left(x \cos \theta_{1}+y \sin \theta_{1}-V_{1} t\right)}
$$

we see that reflection is now accompanied by a change of phase $-2 \kappa \tan ^{-1} v$, but the amplitude of the wave remains unaltered, as obviously it must from the principle of energy.

## Refraction of a Wave polarised perpendicular to plane of incidence.

597. The analysis which has been already given can easily be modified so as to apply to the case in which the polarisation of the incident wave is perpendicular to the plane of incidence. All that is necessary is to interchange corresponding electric and magnetic quantities: we then have an incident wave in which the magnetic force is perpendicular to the plane of incidence, and this is what is required.

Clearly all the geometrical laws which have already been obtained will remain true without modification, and the analysis of § 596 (total reflection) will also hold without modification.

Formula (563), giving the amplitude of the reflected ray, will, however, require alteration. We have, as in equation (564), for the ratio of the amplitudes of the incident and reflected rays,

$$
\begin{equation*}
\frac{\gamma^{\prime \prime \prime}}{\gamma^{\prime}}=\frac{1-u}{1+u} . \tag{565}
\end{equation*}
$$

but the value of $u$, instead of being given by equation (563), must now be supposed to be given by

$$
u^{2}=\frac{\mu_{2}}{K_{2}} \frac{K_{1}}{\mu_{1}} \frac{\cos ^{2} \theta_{2}}{\cos ^{2} \theta_{1}},
$$

this equation being obtained by the interchange of electric and magnetic terms in equation (562). Taking $\mu_{2}=\mu_{1}=1$, we obtain

$$
u=\sqrt{\frac{K_{1}}{K_{2}} \frac{\cos \theta_{2}}{\cos \theta_{1}}}=\frac{\sin \theta_{2} \cos \theta_{2}}{\sin \theta_{1}} \frac{\sin 2 \theta_{2}}{\cos \theta_{2}}=\frac{\sin 2 \theta_{1}}{\sin },
$$

whence, from equation (565),

$$
\frac{\gamma^{\prime \prime \prime}}{\gamma^{\prime}}=\frac{\tan \left(\theta_{2}-\theta_{1}\right)}{\tan \left(\theta_{2}+\theta_{1}\right)}
$$

giving the ratio of the amplitudes of the incident and reflected waves. This result also agrees well with experiment.
598. We notice that if $\theta_{1}+\theta_{2}=90^{\circ}$, then $\boldsymbol{\gamma}^{\prime \prime \prime}=0$. Thus there is a certain angle of incidence such that no light is reflected. Beyond this angle $\gamma^{\prime \prime \prime}$ is negative, so that the reflected light will shew an abrupt change of phase of $180^{\circ}$. This angle of incidence is known as the polarising angle, because if a beam of non-polarised light is incident at this angle, the reflected beam will
consist entirely of light polarised in the plane of incidence, and will accordingly be plane-polarised light.

It has been found by Jamin that formula (566) is not quite accurate at and near to the polarising angle. It appears from experiment that a certain small amount of light is reflected at all angles, and that instead of a sudden change of phase of $180^{\circ}$ occurring at this angle there is a gradual change, beginning at a certain distance on one side of the polarising angle and not reaching $180^{\circ}$ until a certain distance on the other side. Lord Rayleigh shewed that this discrepancy between theory and experiment can often be attributed largely to the presence of thin films of grease and other impurities on the reflecting surface. Drude found that the outstanding discrepancy could be accounted for by supposing the phenomena of reflection and refraction to occur, not actually at the surface between the two media, but throughout a small transition layer of which the thickness must be supposed finite, although small compared with the wave-length of the light.

## Waves in Metalitic and Conducting Media.

599. In a metallic medium of specific resistance $\tau$, equations (A) of §592, namely

$$
\begin{equation*}
\frac{K}{\bar{C}} \frac{d X}{d t}=\frac{\partial \boldsymbol{\gamma}}{\partial y}-\frac{\partial \beta}{\partial z} \tag{567}
\end{equation*}
$$

etc., must be replaced (cf. equation (546)) by

$$
\left(\frac{4 \pi C}{\tau}+\frac{K}{C} \frac{d}{d t}\right) X=\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z} .
$$

etc.
For a plane wave of light, the time may be supposed to enter through the complex imaginary $e^{i p t}$ and we may replace $\frac{d}{d t}$ by $i p$. Thus the left-hand of equation (567) becomes $\frac{K i p}{C^{-}} X$, while the left-hand of equation (568) becomes $\left(\frac{4 \pi C}{\tau}+\frac{K i p}{C}\right) X$. It accordingly appears that the conducting power of the medium can be allowed for by replacing $K$ by $K+\frac{4 \pi C^{2}}{i p \tau}$.
600. In a non-conducting medium, the equation $\frac{K \mu}{C^{2}} \frac{d^{2} \chi}{d t^{2}}=\nabla^{2} \chi$, satisfied by each of the quantities $X, Y, Z, a, \beta, \gamma(c f . \S 577)$, reduces to

$$
\frac{-p^{2} K_{\mu}}{C^{2}} \chi=\nabla^{2} \chi
$$

when the wave is of frequency $p / 2 \pi$. The corresponding equation for a conducting medium must, by what has just been said, be

$$
\begin{equation*}
-p^{2}\left(\frac{K \mu}{C^{2}}+\frac{4 \pi \mu}{i p \tau}\right) \chi=\nabla^{2} \chi \tag{569}
\end{equation*}
$$

an equation which has already been obtained in $\S 583 a$.
For a plane wave propagated in a direction which, for simplicity, we shall suppose to be the axis of $x$, the solution of this equation will be

$$
\begin{equation*}
\chi=A e^{i p t} e^{ \pm(q+i r) x} \tag{570}
\end{equation*}
$$

where

$$
(q+i r)^{2}=-\frac{K \mu p^{2}}{C^{2}}+\frac{4 \pi i \mu p}{\tau}
$$

Clearly the solution (570) represents the propagation of waves with a velocity $V$ equal to $p / r$, the amplitude of these waves falling off with a modulus of decay $q$ per unit length.

On equating imaginary parts of equation (571) we obtain

$$
\begin{equation*}
q r=\frac{2 \pi \mu p}{\tau} \tag{572}
\end{equation*}
$$

so that $q$ is given by

$$
\begin{equation*}
q=\frac{2 \pi \mu}{\tau} \frac{p}{r}=\frac{2 \pi V \mu}{\tau} \tag{573}
\end{equation*}
$$

601. For a good conductor $\tau$ is small, so that $q$ is large, shewing that good conductors are necessarily bad transmitters of light. For a wave of light in silver or copper we may take as approximate values in c.c.s. units (remembering that $\tau$ as given on p. 342 is measured in practical units)

$$
\tau=1.6 \times 10^{-6} \text { ohms }=1.6 \times 10^{3} \text { (electromag.) }, \quad \mu=1, \quad V=3 \times 10^{10},
$$

from which we obtain $q=1.2 \times 10^{8}$. It appears that, according to this theory, a ray of light in a good conductor ought to be almost extinguished before traversing more than a small portion of a wave-length. This prediction of the theory is not borne out by experiment.

We shall see below ( $\$ 600$ ) that the difficulty is to some extent removed on taking account of the presence of electrons in the metal. Before passing to the more general theory in which the electrons are taken into account we shall examine the phenomenon of metallic reflection according to our present simple theury, and shall again find that the simple theory fails to agree with the facts.

## Metallic Reflection.

602. Let us suppose, as in fig. 138, that we have a wave of light incident at an angle $\theta_{1}$ upon the boundary between two media, and let us suppose medium 2 to be a conducting medium of inductive capacity $K_{2}^{\prime}$. Then (cf. §599) all the analysis which has been given in $\$ \S 593-597$ will still hold if we take $K_{2}$ to be a complex quantity given by

$$
\begin{equation*}
K_{2}=K_{2}^{\prime}+\frac{4 \pi C^{2}}{i p \tau} \tag{574}
\end{equation*}
$$

Since $K_{2}$ is complex, it follows at once that $V_{2}$ is complex, being given by

$$
V_{2}^{2}=\frac{C^{2}}{K_{2} \mu_{2}},
$$

and hence that the angle $\theta_{2}$ is complex, being given (cf. equation (557)) by

$$
\begin{equation*}
\sin ^{2} \theta_{2}=\frac{\sin ^{2} \theta_{1}}{V_{1}^{2}} V_{2}^{2}=\frac{\sin ^{2} \theta_{1}}{-V_{1}^{2}} \frac{C^{2}}{K_{2} \mu_{2}}=\sin ^{2} \theta_{1} \frac{K_{1} \mu_{1}}{K_{2} \mu_{2}} \tag{575}
\end{equation*}
$$

The value of $u$ is now given, from equation (562), by

$$
\begin{align*}
u^{2} & =\frac{K_{2}}{\mu_{2}} \frac{\mu_{1}}{K_{1}} \frac{\cos ^{2} \theta_{2}}{\cos ^{2} \theta_{1}} \\
& =\frac{K_{2} \mu_{2}}{\mu_{2} K_{1}} \sec ^{2} \theta_{1}-\frac{\mu_{1}^{2}}{\mu_{2}^{2}} \tan ^{2} \theta_{1} \tag{576}
\end{align*}
$$

(cf. equation (575)) for light polarised in the plane of incidence. For light polarised perpendicular to the plane of incidence, the value of $u$ is found, as before, by interchanging electric and magnetic symbols.

On putting $u=\alpha+i \beta$, we have, as before (equation (564)),

$$
\frac{Z^{\prime \prime \prime}}{Z^{\prime \prime}}=\frac{1-u}{1+u}=\frac{1-\alpha-i \beta}{1+\alpha+i \beta} .
$$

If we put this fraction in the form $\rho e^{i x}$, then the reflected wave is given by

$$
Z=Z^{\prime \prime} e^{i k_{1}\left(-x \cos \theta_{1}+y \sin \theta_{1}-\nabla_{1} t\right)}=Z^{\prime} \rho e^{i k_{1}\left(-x \cos \theta_{1}+y \sin \theta_{1}-\nabla_{1} t+x \mid K_{1}\right)} .
$$

Comparing this with the incident wave, for which

$$
Z=Z^{\prime} e^{i x_{1}\left(x \cos \theta_{1}+y \sin \theta_{1}-V_{1} t\right)},
$$

we see that there is a change of phase $\chi$ at reflection, and the amplitude is changed in the ratio $1: \rho$. The electric force in the refracted wave is accompanied by a system of currents, and these dissipate energy, so that the amplitude of the reflected wave must be less than that of the incident wave.

We have

$$
\rho e^{i x}=\frac{1-\alpha-i \beta}{1+\alpha+i \beta}
$$

so that

$$
\begin{equation*}
\rho^{2}=\frac{(1-\alpha)^{2}+\beta^{2}}{(1+\alpha)^{2}+\beta^{2}}=1-\frac{4 \alpha}{(1+\alpha)^{2}+\beta^{2}} . \tag{577}
\end{equation*}
$$

shewing that $\rho<1$, as it ought to be. Also

$$
x=-\tan ^{-1} \frac{\beta}{1-\alpha}-\tan ^{-1} \frac{\beta}{1+\alpha}=-\tan ^{-1} \frac{2 \beta}{1-\alpha^{2}-\beta^{2}} .
$$

603. Experimental determinations of the values of $\rho$ and $\chi$ have been obtained, but only for light incident normally, the first medium being air. For this reason we shall only carry on the analysis for the case of $\theta=0$. It is now a matter of indifference whether the light is polarised in or at right angles to the plane of incidence; indeed it is easily verified that the values given for $\rho$ and $\chi$ by equations (577) and (578) are the same in either case.

Taking for simplicity the analysis appropriate to light polarised in the plane of incidence, and putting $\theta=0, \mu_{1}=1, K_{1}=1$, we have from equation (576)

$$
u^{2}=\frac{K_{2}}{\mu_{2}}=\frac{K_{2}^{\prime}}{\mu_{2}}+\frac{4 \pi C^{2}}{i p \tau \mu_{2}}
$$

and, since $u=\alpha+i \beta$, this gives

$$
\begin{align*}
& \alpha^{2}-\beta^{2}=\frac{K_{2}^{\prime}}{\mu_{2}}  \tag{579}\\
& \alpha \beta=-\frac{2 \pi C^{2}}{p \tau \mu_{2}} \tag{580}
\end{align*}
$$

604. Let us consider the results as applied to light of great wave-length, for which $p$ is very small. For such values of $p, \alpha \beta$ is clearly very large compared with $\alpha^{2}-\beta^{2}$, so that $\alpha$ and $\beta$ are nearly equal numerically, and we may suppose as an approximation that (cf. equation (580))

$$
\alpha=-\beta=\sqrt{\frac{2 \pi V^{2}}{p \tau \mu_{2}}}
$$

When $\alpha$ and $\beta$ are equal and large, equation (577) becomes

$$
\begin{equation*}
\rho^{2}=1-\frac{2}{\alpha}=1-2 \sqrt{\frac{p \tau \mu_{2}}{2 \pi C^{2}}} . \tag{582}
\end{equation*}
$$

Let us suppose that an incident beam has intensity denoted by 100, and that of this a beam of intensity $R$ is reflected from the surface of the metal, while a beam of intensity $100-R$ enters the metal. Then $R$ may be called the reflecting power of the metal.

The intensity of the absorbed beam is

$$
\begin{align*}
100-R & =100\left(1-\rho^{2}\right) \\
& =200 \sqrt{\frac{p \tau \mu_{2}}{\square m N_{2}}} \tag{583}
\end{align*}
$$

We notice that for waves of very great wave-length ( $p$ very small) $R$ approximates to 100 , so that for waves of very great wave-length all metals become perfect reflectors. This is as it should be, for these waves of very long period may ultimately be treated as slowly-changing electrostatic fields, and the electrons at the surface of the metal screen its interior from the effects of the electric disturbances falling upon it (cf. § 114).

Equation (583) predicts the way in which $100-R$ ought to increase as $p$ increases, and an extremely important series of experiments have been conducted by Hagen and Rubens* to test the truth of the formula for light of great wave-length. The following table will illustrate the results obtained $\dagger$ :


In the calculated values, the value of $K$ is assumed to be unity, and an error is of course introduced from the fact that the wave-length dealt with, $\lambda=12 \mu$, although large is still finite.

It will be seen that the agreement between the calculated and the observed values is surprisingly good, when allowance is made for the extreme difficulty of the experiments and for the roughness of some of the approximations which have to be made.
605. Hagen and Rubens also conducted experiments for light of wave-lengths $\lambda=25 \cdot 5 \mu, 8 \mu$, and $4 \mu$. On comparing the whole series it is found that the differences between observed and calculated values become progressively greater on passing to light of shorter wave-length. Drude has conducted a series of experiments on visible light, from which it appears that the simple theory so far given fails entirely to agree with observation for wave-lengths as short as those of visible light.

[^25]
## Electron Theory.

606. We have now reached a stage in the development of electromagnetic theory in which it is clear that the simple conceptions which have so far been employed are no longer adequate to give a complete explanation of the phenomena. The conceptions on which the preceding analysis has been based have been the original conceptions of Maxwell's theory: it is natural now to examine in what way the theory can be modified or improved by the introduction of the more modern conceptions of the electron theory. Instead of regarding a current as a continuous flow of electricity, we shall take definite account of the presence of electrons. We shall have to consider two sets of electrons, the "free" and "bound" electrons of $\S 345 a$, these being the mechanisms respectively of conduction and of inductive capacity.

The application of an electric force $X$ will result in a motion of free electrons similar to that investigated in § $345 a$, and in a motion of the bound electrons similar to that discussed in § 151. But if $X$ is variable with the time, the inertia of the electrons will come into play and the resulting motions will be different from those given by Ohm's law and Faraday's law. We shall suppose that at any instant the current produced by the motion of the free electrons is $u_{f}$, and that that produced by the motion of the bound electrons is $u_{b}$.
607. We may consider first the evaluation of $u_{f}$. Taking $N$ to be the number of free electrons per unit volume, and allowing for change of notation, equation (c) of $\S 345 a$ may be re-written in the form

$$
\begin{equation*}
C X=\tau^{\prime} u_{f}+\frac{m}{N e^{e}} \frac{d u_{f}}{d t} \tag{584}
\end{equation*}
$$

in which, as throughout this chapter, $X$ is expressed in electrostatic units, while $u_{f}$ is in electromagnetic units, and $\tau^{\prime}$ stands for $\gamma / N e^{2}$, so that $\tau^{\prime}$ becomes identical with the specific resistance $\tau$ when the currents are steady.

This equation is applicable to our present investigation if we suppose $X$ to be periodic in the time of frequency $p / 2 \pi$. Taking $X=X_{0} e^{i p t}$, the solution of equation (584) is

$$
\begin{equation*}
u_{f}=\frac{C X_{0} e^{i p t}}{\tau^{\prime}+\frac{m}{N e^{e}} i p} \tag{585}
\end{equation*}
$$

The quantity $\tau^{\prime}$ here may depend on $p$, and without a full knowledge of the structure of matter it is impossible to decide how important the dependence of $\tau^{\prime}$ on $p$ may be. We are therefore compelled to retain it as an unknown quantity in our equations, remembering that it becomes identical with $\tau$ when $p=0$, and is probably numerically comparable with $\boldsymbol{\tau}$ for all values of $p$.

We may note that the real part of the current, corresponding to the force $X=X_{0} \cos p t$, is

$$
\frac{C X_{0}}{\tau^{\prime}} \cos (p t-\epsilon) \cos \epsilon,
$$

in which $\tan \epsilon=\frac{m p}{N e^{2} \tau}$, shewing that the inertia of the electrons, as represented in the last term of equation (584), results in a lag $\epsilon$ in the phase of the current, accompanied by a change in amplitude. The rate of generation of heat by the current $u_{f}$, being equal to the average value of $u_{f} X_{0} \cos p t$, is found to be $\frac{1}{\frac{C^{2}}{2} X_{0}{ }^{2}} \frac{\tau^{2}}{\tau^{\prime}} \cos ^{2} \varepsilon$ or $\frac{1}{2} \frac{C^{2} X_{0}{ }^{2}}{\tau_{p}}$, where

$$
\tau_{p}=\tau^{\prime} \sec ^{3} \epsilon=\tau^{\prime}+\frac{m^{2} p^{2}}{N^{2} e^{\prime} \tau^{\prime}}
$$

It is worth noticing that for light of short wave-length the last term in $\tau_{p}$ may be more important than the first term $\tau^{\prime}$. Thus $\tau_{p}$ may be largest for good conductors, and smallest for bad conductors.
608. We turn to the evaluation of $u_{b}$, the current produced by the small excursions of the bound electrons, as they oscillate under the periodic electric forces.

We shall regard a molecule (or atom), as in $\S 151$, as a cluster of electrons, and these electrons will be supposed capable of performing small excursions about their positions of equilibrium. As has already been said (§192) it is probable that this conception of the structure of the molecule represents only a half-way house towards the truth, but it provides a picture or model of the structure with the help of which many properties may be explained.

Let $\theta_{1}, \theta_{2}, \ldots$ be generalised coordinates (cf. §548) determining the positions of the electrons in the molecule, these being chosen so as to be measured from the position of equilibrium. So long as we consider only small vibrations, the kinetic energy $T$ and the potential energy $W$ of the molecule can be expressed in the forms

$$
\begin{align*}
& =a_{11} \theta_{1}^{2}+2 a_{12} \theta_{1} \theta_{2}+a_{22} \theta_{2}^{2}+\ldots  \tag{587}\\
2 T & =b_{11} \dot{\theta}_{1}^{2}+2 b_{12} \dot{\theta}_{1} \dot{\theta}_{2}+b_{22} \dot{\theta}_{2}^{2}+\ldots
\end{align*}
$$

in which the coofficients $a_{11}, a_{12}, a_{22}, \ldots, b_{11}, \ldots$ may be treated as constants. By a known algebraic process, new variables $\phi_{1}, \phi_{2}, \ldots$ can be found, such that equations (587), (588) when expressed in terms of these variables assume the forms

$$
\begin{align*}
& 2 W=\alpha_{1} \phi_{1}{ }^{2}+\alpha_{2} \phi_{2}{ }^{2}+\ldots  \tag{589}\\
& 2 T=\beta_{1} \dot{\phi}_{1}{ }^{2}+\beta_{2} \dot{\phi}_{2}{ }^{2}+\ldots \quad \ldots \ldots \ldots \ldots \ldots \ldots . .(590) \text {, }
\end{align*}
$$

these equations involving only squares of the new coordinates $\phi_{1}, \phi_{2}, \ldots$. The coordinates found in this way for any dynamical system are spoken of as the "principal coordinates" of the system.

The equation of motion of the molecule, when acted on by no external forces, is readily found to be (cf. equations (500))

$$
\begin{equation*}
\beta_{t} \ddot{\phi}_{t}=-\alpha_{t} \phi_{s},(s=1,2, \ldots) \tag{591}
\end{equation*}
$$

These equations are known to represent simply periodic changes in $\phi_{1}, \phi_{2}, \ldots$ of frequencies $n_{1} / 2 \pi, n_{2} / 2 \pi, \ldots$ given by

$$
\begin{equation*}
n_{s^{2}}=\frac{\alpha_{s}}{\beta_{s}} \tag{592}
\end{equation*}
$$

It is possible that we have evidence of the frequencies of molecular vibration in certain of the lines of the spectrum emitted by the substance under consideration; if so equations (592) connect the frequencies of these spectral lines with the coefficients of the principal coordinates of the molecule.
609. If the molecule is now supposed to vibrate under the influence of externally applied forces (such, for instance, as would occur during the passage of a wave of light through the medium), equation (591) must be replaced (cf. equation (508)) by

$$
\beta_{s} \ddot{\phi}_{s}=-\alpha_{l} \phi_{1}+\Phi_{1} \ldots . . . . . . . . . . . . . . . . . . . . . . . .(593),
$$

where $\Phi_{1}$ is that part of the "generalised force" corresponding to the coordinate $\phi_{t}$, which originates in the externally applied forces.

If $X$ is the electromotive force in the wave of light at any instant, each electron will experience a force $X e$, and there will be a contribution of the form $\zeta_{s} X e$ to $\Phi_{s}$.

Again the electrostatic field created by the displacements of the electrons in the various neighbouring molecules will contribute a further term to $\boldsymbol{\Phi}_{\mathbf{s}}$. The displacement of any electron through a distance $\boldsymbol{\xi}$ will produce the same field as the creation of a doublet of strength $e \xi$. Thus if there are $M$ molecules per unit volume, the total strength of the doublets per unit volume, say $\Gamma$, may be supposed to be of the form

$$
\begin{equation*}
\Gamma=M e\left(\gamma_{1} \phi_{1}+\gamma_{2} \phi_{2}+\ldots\right) \tag{594}
\end{equation*}
$$

and these will produce an electric intensity of which the average value may be taken to be (cf. § 145) $\kappa \Gamma$, which must be added to the original intensity $X$ of the wave.

The total value of $\Phi_{s}$ is therefore $\zeta_{s} e(X+\kappa \Gamma)$, so that on replacing $\alpha_{8}$ by its value from equation (592), equation (593) becomes

$$
\begin{equation*}
\beta_{s}\left(\ddot{\phi}_{s}+n_{s}{ }^{2} \phi_{s}\right)=\zeta_{s} e(X+\kappa \Gamma) \tag{595}
\end{equation*}
$$

If we suppose $X$ to depend on the time through the factor $e^{i p t}$, then $\phi$ will clearly depend on the time through the same factor, and we may replace $\ddot{\phi}_{\boldsymbol{g}}$ by $-p^{2} \phi_{g}$. Equation (595) now becomes

$$
\begin{equation*}
\phi_{t}=\frac{\zeta_{s} e(X+\kappa \Gamma)}{\beta_{s}\left(n_{s}-p^{2}\right)} \tag{596}
\end{equation*}
$$

whence, by equation (594),

$$
\begin{equation*}
\Gamma=M e^{2} \Sigma \frac{\gamma_{t} \zeta_{s}}{\beta_{s}\left(n_{s}^{2}-p^{2}\right)}(X+\kappa \Gamma) \tag{597}
\end{equation*}
$$

and if we write

$$
\begin{equation*}
\theta=M e^{a} \sum_{\frac{\gamma_{d} \zeta_{a}}{\beta_{s}} \frac{1}{\left(n_{s}^{2}-p^{2}\right)} .} . \tag{598}
\end{equation*}
$$

this gives, as the value of $\Gamma$,

$$
\Gamma=\frac{\theta}{1-\kappa \theta} X
$$

The current produced by the motion of the bound electrons is $u_{b}$ in electromagnetic, and therefore $C u_{b}$ in electrostatic units. Its value in electrostatic units is also (cf. $\S 345 a$ ) $N e u$ or $\Sigma e \frac{\partial \xi}{\partial t}$, where the summation is taken through a unit volume, and this in turn is equal to $\dot{\Gamma}$. Thus

$$
u_{b}=\frac{\dot{\Gamma}}{\bar{C}}=\frac{i p \theta}{1-\kappa \theta} \frac{X}{C} .
$$

The total current, expressed in electromagnetic units, is

$$
\frac{1}{C} \frac{d f}{d t}+u_{b}+u_{f} .
$$

In calculating $f$ we must remember that the polarisation produced by the motion of the bound electrons is already allowed for in the presence of the term $u_{b}$. We accordingly take $f$ equal simply to $X / 4 \pi$, and on further replacing $u_{b}$ and $u_{f}$ by the values found for them, the total current becomes

$$
\begin{equation*}
\frac{i p X}{4 \pi C}\left(1+\frac{4 \pi \theta}{1-\kappa \theta}\right)+\frac{C X}{\tau^{\prime}+\frac{m}{N e^{2} 2 p}} \tag{600}
\end{equation*}
$$

In place of equation (569), the equation of propagation is

$$
-p^{2}\left\{\frac{\mu}{C^{2}}\left(1+\frac{4 \pi \theta}{1-\kappa \theta}\right)+\frac{4 \pi \mu}{i p\left(\tau^{\prime}+\frac{m}{N e^{2}} i p\right)}\right\} \chi=\nabla^{2} \chi .
$$

As in $\S 600$, the solution is

$$
\begin{array}{r}
\chi=A e^{i p t} e^{ \pm(q+i r) x} \ldots \ldots \ldots \ldots \ldots \\
(q+i r)^{2}=-\frac{\mu \gamma^{2}}{C^{2}}\left(1+\frac{4 \pi \theta}{1-\kappa \theta}\right)+\frac{4 \pi \mu i p}{\tau^{\prime}+\frac{m}{N e^{2}} i p} \tag{602}
\end{array}
$$

where

Non-conducting media.
610. For a non-conducting medium $\tau^{\prime}=\infty$, so that the last term in equation (602) vanishes, and the right-hand member becomes wholly real. For certain values of $\theta$, this right-hand member is negative, so that $q=0$, shewing that light is transmitted without diminution; the medium is perfectly transparent.

For transparent media we may take $\mu=1$, and the velocity of propagation $V$ is given by

$$
\frac{1}{V^{2}}=\frac{r^{2}}{p^{2}}=\frac{1}{C^{2}}\left(1+\frac{4 \pi \theta}{1-\kappa \theta}\right)
$$

If $\nu$ is the refractive index of the medium, as compared with that of a vacuum, $V=C / \nu$, so that
whence

$$
\begin{align*}
\nu^{2} & =1+\frac{4 \pi \theta}{1-\kappa \theta} \quad \cdots  \tag{603}\\
\frac{\nu^{2}-1}{\nu^{2}+a} & =\kappa \theta=M \Sigma \frac{c_{s}}{n_{s}^{2}-p^{2}} \tag{604}
\end{align*}
$$

in which $a=\frac{4 \pi}{\kappa}-1, c_{s}=\frac{e^{2} \kappa \gamma_{s} \xi_{s}}{\beta_{s}}$, so that $a$ and $c_{s}$ are constants.
Clearly (cf. §609) the value of $a$ can be calculated if we make assumptions as to the arrangement of the molecules in the medium. On assuming that the molecules are regularly arranged in cubical piling, $\kappa$ is found to have the value $\frac{8}{3} \pi$, so that $a$ becomes equal to 2 .

Formula (604) in which $a$ is neglected altogether becomes exactly identical with the well-known Sellmeyer or Ketteler-Helmholtz formula for the dispersion of light, of which the accuracy is known to be very considerable. If $a$ is put equal to 2 , the formula becomes identical with dispersion formulae which have been suggested by Larmor and Lorentz.

It has been shewn by Maclaurin* that formula (604) will give results in almost perfect agreement with experiment, at least for certain solids, if $a$ is treated as an adjustable constant. The agreement of the formula is so very good that little doubt can be felt that it is founded on a true basis. Maclaurin finds for $a$ values widely different from 2 (for rocksalt $a=5.51$, for fluorite $a=1.04$ ), the differences between these numbers and 2 pointing perhaps to the crystalline arrangement of the molecules. For liquids and gases we should expect to find $a$ equal to 2 .

Since $M$ is proportional to $\rho$, the density of the substance, formula (604) indicates that $\frac{\nu^{2}-1}{\nu^{2}+a}$ ought to vary directly as $\rho$ when $\rho$ varies. This law, with $a$ taken equal to 2 , was announced by H. A. Lorentz $\dagger$ of Leyden and L. Lorenz $\ddagger$ of Copenhagen in 1880. Its truth has been verified by various observers, and, in particular, by Magri§ for a large range of densities of air.

From equation (604) it also follows that the values of $\frac{\nu^{2}-1}{\nu^{2}+a}$ for a mixture of liquids or gases ought to be equal to the sum of the values of $\frac{\nu^{2}-1}{\nu^{2}+a}$ for its

[^26]ingredients, a law which is also found to agree closely with observation on taking $a=2$.
611. For certain other values of $\theta$, the right hand of equation (602) (in which $\tau^{\prime}$ is taken infinite) is found to be real and positive. We now have $\boldsymbol{r}=\mathbf{0}$ and the solution (601) becomes
shewing that there is no wave-motion proper, but simply extinction of the light. Thus there are certain ranges of values of $p$ (namely those which make ( $q+i r)^{3}$ positive in equation (601)) for which light cannot be transmitted at all; these must represent absorption bands in the spectrum of the substance.

Clearly $(q+i r)^{2}$ becomes positive when $\theta$ is large and negative. It will be noticed that $\theta$, as given by equation (598), becomes infinite when $p$ has any of the values $n_{1}, n_{3}, \ldots$, changing from $-\infty$ to $+\infty$ as $p$ passes through these values. Thus the absorption bands will occur close to the frequencies of the natural vibrations of the molecule. But just in these regions we have to consider certain new physical agencies which cannot legitimately be neglected when $p$ has values near to $n_{1}, n_{2}, \ldots$, although probably negligible in other regions of the spectrum.
612. Equation (593) is not strictly true with the value we have assigned to $\Phi_{s}$. For, in the first place the vibrations represented by the changes in $\phi_{s}$ are subject to dissipation on account of the radiation of light, and of this no account has been taken. In the second place there must be sudden forces acting in liquids and gases occasioned by molecular impacts and requiring the addition of terms to $\Phi$, throughout the short periods of these impacts. There must be analogous changes to be considered in the case of a solid, although our ignorance of the processes of molecular motion in a solid makes it impossible to specify them with any precision.

The effect of these agencies must be to throw the $\phi_{s}^{\prime}$ 's of the different molecules out of phase with one another and also out of phase with $X$ and $\Gamma$. The analysis of $\S 609$ has made the ratios of $X: \Gamma: \phi$ wholly real (cf. equations (596) and (597), indicating that $X, \Gamma$ and $\phi$ g are exactly in the same phase. The considerations just brought forward shew that these ratios ought also to contain small imaginary parts.

The process of separating real and imaginary parts in equation (602) now becomes much more complicated, but it will be obvious that for all values of $p$, both $q$ and $r$ will have some value different from zero. Thus there is always some extinction of light and some transmission, for all values of $p$, and there is no longer the sudden change from total extinction to perfect transmission. The edges of the absorption band become gradual and not sharp.

But the molecular model now in use probably does not represent the details of molecular action with sufficient truthfulness to make it worth trying to represent the conditions now under discussion in exact analysis.

## Conducting media.

613. For a conducting medium we retain $\tau$ in equation (602), and on equating imaginary parts we obtain, in place of equation (572) of $\S 600$,

$$
\begin{equation*}
q r=\frac{2 \pi p \mu \tau^{\prime}}{\tau^{\prime 2}+\frac{n n^{2} p^{2}}{N^{2} e^{4}}}=\frac{2 \pi \mu p}{\tau_{p}} \tag{606}
\end{equation*}
$$

where $\tau_{p}$ is given by equation (586). Thus equation (573) of $\S 600$ becomes replaced by

$$
\begin{equation*}
q=\frac{2 \pi V_{\mu}}{\tau_{p}} \tag{607}
\end{equation*}
$$

For visible light this gives a very much smaller value of $q$ than that discussed in $\S 600$, and the value of $q$ will obviously be still further modified by the considerations mentioned in $\S 612$.
614. On comparing the total current, as given by formula (600), with the value $\frac{i p K X}{4 \pi C}$ assigned to it in the analysis of $\S 594-598$, we see that all this earlier analysis will apply to the present problem if we suppose $K$ to be a complex quantity given by

$$
\begin{equation*}
K=\nu^{2}+\frac{4 \pi C^{2}}{i p\left(\tau^{\prime}+\frac{m 2}{N e^{2}} i p\right)} \tag{608}
\end{equation*}
$$

where $\nu$ is given by formula (603).
If, as in § 603, we put

$$
u^{2}=\frac{K_{2}}{\mu_{2}}=(\alpha+i \beta)^{2},
$$

we find

$$
\left.\begin{array}{c}
\alpha^{2}-\beta^{3}=\frac{1}{\mu_{2}}\left[\nu^{2}-\frac{m}{N e^{-2}} \frac{4 \pi C^{2}}{\tau^{\prime} \tau_{p}}\right]  \tag{609}\\
\alpha \beta=-\frac{2 \pi C^{2}}{p \tau_{p} \mu_{\mathrm{a}}}
\end{array}\right\}
$$

so that the reflecting power $R$ of a metal may be calculated from equation (577) in terms of $\tau_{p}$.
615. On comparing formulae (609) with experiment, the general result appears to emerge, that, in order to account for the optical properties of conductors in this way, the number of free electrons in conductors must be comparable with the number of atoms. According to a paper by Schuster,
published in 1904*, the ratio of the number of free electrons to atoms ought to range from 1 to 3 in various substances; Nicholson $\dagger$, as the result of a more elaborate investigation, obtains values for this ratio ranging from 2 to 7.

This result discloses a difficulty from which the electron theory, in the form in which we have so far considered it, has shewn little power of extricating itself.

## Specific Heats and Electrical Conductivity.

616. According to the well-known law of Dulong and Petit the atomic heats of a large number of elements have values which are approximately all equal. Nernst and Lindemann have recently determined the specific heats of a large number of elements, and have found that, for all the elements they have examined, the atomic heats measured for constant volume (i.e. after correction for expansion arising out of change of temperature) have all the same value 5.95 . Now the atomic heat represents the increase per unit rise of temperature in the energy of the solid measured per atom of its structure. This energy can be regarded as the sum of two contributions, namely the energy of the atoms and the cnergy of the free electrons. The energy of the atoms can be calculated by the well-known methods of the Kinetic Theory of matter, and it is found that this energy will provide a contribution to the atomic heat equal exactly to the total amount of the atomic heat, namely $5 \cdot 95$; in other words the contribution from the energy of the free electrons is as small as the experimental error. But the contribution from a given number of free electrons also admits of theoretical calculation if we make the assumption that their motion conforms to the ordinary dynamical laws. If there were as many free electrons as one-tenth of the number of atoms, the contribution to the atomic heat would be 30 , so that the total atomic heat would be $6 \cdot 25$, a number much too large to be reconciled with the experiments of Nernst and Lindemann.
617. The foregoing figures refer only to matter at comparatively high temperatures. The specific heats of the elements have however been determined by Nernst and Lindemann through a very wide range of temperatures, namely from normal temperatures down to the lowest temperatures now available in the laboratory. And it has recently been shewn by Debye that the atomic heats found by these experiments are, at all temperatures, almost exactly equal to those to be expected on theoretical grounds on the supposition that the free electrons contribute nothing to the specific heat. The observed atomic heats agree so well with those calculated from theory, for all substances examined and at all temperatures available, that the conclusion seems to be inevitable that the number of free electrons is very small compared with the number of atoms.
618. Thus we are led to the conclusion that although the present electron theory may shew a certain power of explaining the optical properties of metals, qualitatively at least, yet this explanation demands the presence of a far greater number of free electrons than can be reconciled with the values of the specific heats.

If the present electron theory were in other respects satisfactory, the difficulty just revealed might be thought to constitute a serious defect in the electromagnetic theory of light. But the present electron theory is far from satisfactory in other respects; indeed a difficulty very similar to that just disclosed has been found to arise in connection with a much simpler phenomenon, namely the conductivity of metals. We have seen (§ $345 a$ ) that the electron theory requires that in a good conductor the number of free electrons should be large; approximately how large it must be is a matter which can also be determined by further analysis. The requisite analysis has been given by Drude.
619. We may suppose, as a rough approximation to the truth, that in a conductor each free electron moves freely for a certain length of time $t$ between two consecutive collisions with molecules. In the notation already used in § $345 a$, the momentum gained in this time will be Xet. If we suppose this momentum to be entircly checked at each collision (cf. $\S \S 355$, 373), the average forward momentum of all the electrons at any instant will be $\frac{1}{2} X e t$, and since this is equal to $m u$ in the notation of $\S 345 a$, we have

$$
\begin{equation*}
u=\frac{1}{2} \frac{X e}{m} t \tag{610}
\end{equation*}
$$

and hence (by equation (b), § 345 a )

$$
\begin{equation*}
i=N e u=\frac{1}{2} \frac{N e^{2}}{m} t X \tag{611}
\end{equation*}
$$

Thus the quantity $\boldsymbol{\gamma}$ of $\S 345 a$ is, as regards order of magnitude at least, equal to $\frac{2 m}{t}$, and the specific resistance $\tau$ of a substance will be given by

$$
\begin{equation*}
\frac{1}{\tau}=\frac{1}{2} \frac{N e^{2}}{m} t \tag{612}
\end{equation*}
$$

where $N$ is the number of free electrons per cubic centimetre. Now for silver or copper $\tau=1.6 \times 10^{-6}$ ohms $=1.8 \times 10^{-18}$ in electrostatic units. The value of $\frac{1}{2} \frac{e^{2}}{m}$ in electrostatic units is $1.26 \times 10^{8}$, and hence to give to $\tau$ the value appropriate for silver or copper we must have $N t=5 \times 10^{\circ}$ approximately. In silver or copper the number of atoms per cubic centimetre is of the order of $10^{23}$, so that if the observed values of the specific heats do not allow of $N$ being more than one-hundredth part of this we must at most suppose that $N$ is of the order of $10^{21}$, and this requires $t$ to be comparable with $5 \times 10^{-12}$ at least.

Since the average velocity of the free electrons is believed to be about $10^{7} \mathrm{cms}$. per second ( $\$ 345 a$ ), this would require each electron to travel an average distance of $5 \times 10^{-8} \mathrm{cms}$. between consecutive violent collisions. This appears to be too large to be reconciled with present beliefs as to the structure of matter.

The difficulty becomes much worse when we consider the phenomenon at low temperatures. Kamerlingh Onnes has found for silver at a temperature of $13.88^{\circ}$ abs. a resistance only equal to 0.7 per cent. of that at $0^{\circ} \mathrm{C}$. Thus in silver at this low temperature we must have $N t$ of the order of $10^{12}$, so that if we take $N=10^{11}$ as above, $t=10^{-2}$. This velocity of free electrons at this low temperature is of the order of $2 \times 10^{\text {s }}$, so that the average distance travelled would be about stor cm .
620. We have now found that contradictions exist in connection with the Electromagnetic Theory of Light, the theory of Specific Heats of metals, and the theory of Electric Conductivity, so long as we treat these questions in terms of ordinary dynamical laws and Maxwell's electromagnetic equations. A large accumulation of evidence, of which our discussion has touched only on a small fringe, suggests that a new system of dynamics and a new electron theory is needed. So far as can be seen the special feature of this new theory must be that the interaction between electrons and radiation is of an entirely different nature from that imagined by the classical laws. The new theory is in existence and is generally known as the Quantum-theory. A brief introduction to it will be found in the last chapter of the present book.

## CHAPTER XIX

## THE MOTION OF ELECTRONS

General Equations.
621. The motion of an electron or other electric charge gives rise to a system of displacement currents, which in turn produce a magnetic field. The changes in this magnetic field give rise to new electric forces, and so on. Thus the motion of electrons or other charges is accompanied by magnetic and electric fields, mutually interacting. To examine the nature and effects of these fields is the object of the present chapter

The necessary equations have already been obtained in $\S 574$, but the current $u, v, w$ will now be regarded as produced by the motion of charged bodies. If at any point $x, y, z$ there is a volume density $\rho$ of electricity moving with a velocity of components $U, v, w$, then the current at $x, y, z$ has components $\rho U, \rho V, \rho w$ in electrostatic units. Since $u, v, w$ in equations (529) are measured in electromagnetic units, they must be replaced by $\rho v / C, \rho v / C$, $\rho w / C$, and the equations become

$$
\begin{equation*}
\frac{4 \pi}{C}\left(\rho U+\frac{d f}{d t}\right)=\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z}, \text { etc. } \tag{613}
\end{equation*}
$$

Equations (528), namely

$$
\begin{equation*}
-\frac{1}{\bar{C}} \frac{d a}{d \bar{t}}=\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}, \text { etc. } \tag{614}
\end{equation*}
$$

remain unaltered, and the two sets of equations (613) and (614) provide the material for our present discussion.

When we had these same equations under review in $\$ 574, C$ was regarded merely as the ratio of the units. We may now regard $C$ as being the velocity of light, this being also the velocity of any other electromagnetic disturbance in free space.
622. If we differentiate equations (613) with respect to $x, y, z$ and add, we obtain

$$
\frac{\partial}{\partial x}(\rho v)+\frac{\partial}{\partial y}(\rho v)+\frac{\partial}{\partial z}(\rho w)=-\frac{d}{d t}\left(\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}+\frac{\partial h}{\partial z}\right) .
$$

We have also, as an equation of continuity, expressing that the increase in $\rho$ in any small element is accounted for by the flow of electricity across the faces by which the element is bounded,

$$
\frac{\partial}{\partial x}(\rho v)+\frac{\partial}{\partial y}(\rho v)+\frac{\partial}{\partial z}(\rho w)+\frac{d \rho}{d t}=0 .
$$

By comparison with the equation just obtained, we have

$$
\frac{d}{d t}\left(\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}+\frac{\partial h}{\partial z}\right)=\frac{d \rho}{d t},
$$

of which the integral is our former equation (63), namely

$$
\begin{equation*}
\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}+\frac{\partial h}{\partial z}=\rho \tag{615}
\end{equation*}
$$

Similarly, on differentiating equations (614) with respect to $a, y, z$ and adding, we obtain

$$
\frac{d}{d t}\left(\frac{\partial a}{\partial x}+\frac{\partial b}{\partial y}+\frac{\partial c}{\partial z}\right)=0
$$

of which the integral is our former equation (362), namely

$$
\begin{equation*}
\frac{\partial a}{\partial x}+\frac{\partial b}{\partial y}+\frac{\partial c}{\partial z}=0 \tag{616}
\end{equation*}
$$

623. At a point at which there is no electric charge ( $\rho=0$ ), equations (613) and (614) become identical with the systems of equations (A) and (B) of §577, and the quantities $X, Y, Z, \alpha, \beta, \gamma$ must all satisfy the differential equation (534), namely

$$
\begin{equation*}
\frac{d^{2} \chi}{d t^{2}}=a^{2} \nabla^{2} \chi \tag{617}
\end{equation*}
$$

## Force of a Moving Electron.

624. Consider afresh the problem of which a preliminary discussion has already been given in $\S 572$, of a single electron moving with a velocity $U$ parallel to $0 x$. Since the field necessarily moves with the electron, the rate of change of any quantity $\chi$ as we follow it in its motion must be nil. Thus we must have

$$
\left(\frac{d}{d t}+v \frac{\partial}{\partial x}\right) \chi=0
$$

so that $\frac{d}{d t}$ may be replaced by $-v \frac{\partial}{\partial x}$ throughout our equations.
Equation (617) becomes

$$
\begin{array}{lc}
v^{2} & \frac{\partial^{2} \chi}{\partial x^{2}}=a^{2}\left(\frac{\partial^{2} \chi}{\partial x^{2}}+\frac{\partial^{2} \chi}{\partial y^{2}}+\frac{\partial^{2} \chi}{\partial z^{2}}\right), \\
\text { or, since } a^{2}=C^{2} / K \mu, & \left(1-\frac{K \mu V^{2}}{C^{2}}\right) \frac{\partial^{2} \chi}{\partial x^{2}}+\frac{\partial^{2} \chi}{\partial y^{2}}+\frac{\partial^{2} \chi}{\partial z^{3}}=0 .
\end{array}
$$

Also equations (613), (614) assume the forms

$$
\begin{gather*}
\frac{4 \pi U}{C}\left(\rho-\frac{\partial f}{\partial x}\right)=\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z}  \tag{619}\\
\quad \bar{\sigma} \frac{\partial a}{\partial x}=\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z} \cdots \tag{620}
\end{gather*}
$$

625. In most problems, the velocity of motion $U$ is small compared with the velocity of light, so that $v / C$ may be treated as a small quantity. Equation (619) shews that the magnetic field set up by a moving charge may be regarded as small if $v / C$ is small. The same is of course true of the field set up by any number of moving charges provided all their velocities are small compared with that of light.

When $U / C$ is small, equation (620) shews that

$$
\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}
$$

will be a small quantity of the second order. Let us suppose, until the contrary is stated, that $U / C$ is so small for each moving charge that $U^{2} / C^{2}$ may legitimately be neglected. Then

$$
\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}=0, \text { etc. }
$$

so that the forces $X, Y, Z$ are derivable from a potential $\Omega$. When $\sigma^{2} / C^{2}$ is neglected equation (618) reduces to $\nabla^{2} \chi=0$. This equation is satisfied by $X, Y, Z$ separately, and therefore also by $\Omega$. Since $X, Y, Z$ also satisfy equation (615), or

$$
\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}=4 \pi \rho,
$$

it is clear that the values of $X, Y, Z$ are exactly the same as if the moving charge were instantaneously at rest.
626. This is exactly the assumption we made in $\S 572$ in calculating the magnetic force from a moving charge. The forces there calculated, namely

$$
\begin{equation*}
a=0, \beta=-\frac{U}{C} \frac{e z}{r^{s}}, \gamma=\frac{\sigma}{C} \frac{e y}{r^{3}} . \tag{621}
\end{equation*}
$$

are now seen to be accurate provided $U^{2} / C^{2}$ may be neglected, but not otherwise.

## The Force acting on a Moving Electron.

627. The assumption we have made that $U / C$ is small is the same as assuming to a first approximation that $C$ is so great that the medium may be supposed to adjust itself instantaneously to changes occurring in it, just as an incompressible fluid would do. The time taken for action to pass from one point to another may be neglected. We may accordingly assume that at any instant the mechanical actions of any two parts of the field upon one another are such that action and reaction are equal and opposite.

From equations (621), it appears that an electron moving with velocity $v, 0,0$ at the origin will exert a force of components

$$
0, \quad-\frac{v e}{C} \frac{m z}{r^{\Delta}}, \quad \frac{v e}{C} \frac{m y}{r^{2}}
$$

upon a magnetic pole of strength $m$ at $x, y, z$. It follows that a magnetic pole of strength $m$ at $x, y, z$ will exert a force of components

$$
\begin{equation*}
0, \frac{v e}{C} \frac{m z}{r^{2}},-\frac{v e}{C} \frac{m y}{r^{3}} . \tag{622}
\end{equation*}
$$

upon the moving electron at the origin.
628. If we have a number of magnetic poles, the resultant force upon the moving electron has components

$$
\begin{equation*}
0, \frac{v e}{C} \Sigma \frac{m z}{r^{3}},-\frac{v e}{C} \Sigma \frac{m y}{r^{3}} \tag{623}
\end{equation*}
$$

and the components of magnetic force at the origin are given by (cf. § 408)

$$
\alpha=-\Sigma \frac{m x}{r^{3}}, \text { etc. }
$$

Thus the force on the moving electron may be put in the form

$$
\begin{equation*}
0,-\frac{v e}{C} \gamma, \quad \frac{v e}{C} \beta . \tag{624}
\end{equation*}
$$

Plainly the force on the electron will be given by formulae (624), whether the magnetic field arises from poles of permanent magnetism or not. It is clearly a force at right angles both to the direction of motion of the electron, and to the magnetic force $\alpha, \beta, \gamma$ at the point. If $H$ is the resultant magnetic force, and $\theta$ the angle between the directions of $H$ and the axis of $x$, then the resultant of the mechanical force is $v e H \sin \theta / C$.
629. If the electron has components of velocity $U, V, w$, the component of the mechanical force on it will be

$$
\begin{equation*}
\frac{e}{C}(\gamma v-\beta w), \quad \frac{e}{C}(\alpha W-\gamma v), \quad \frac{e}{C}(\beta U-\alpha v) . \tag{625}
\end{equation*}
$$

Since the mechanical force is always perpendicular to the direction of motion, it does no work on the moving particle; and, in particular, if a charged particle moves freely in a magnetic field, its velocity remains constant.

[^27]
## The "Hall Effect."

630. Very direct evidence of the existence of this force is provided by the "Hall Effect." Hall" found that when a metallic conductor conveying a current is placed in a magnetic ficld, the lines of flow rearrange themselves as they would under a superposed electromotive force at right angles both to the direction of the current and of the magnetic field. The same effect has also been detected in electrolytes and in gases.

The Hall Effect is of interest as exhibiting a definite point of divergence between Maxwell's original theory and the modern electron theory. According to Maxwell's theory, a magnetic field could act only on the material conductor conveying a current, and not on the current itself, so that if the conductor was held at rest the lines of flow ought to remain unaltered $\dagger$. The electron theory, confirmed by the experimental evidence of the Hall Effect, shews that this is not so, and that the lines of flow must be altered in the presence of a transverse magnetic field.

Motion of a charged particle in a uniform magnetic field.
631. Let a particle of charge $e$ move freely in a uniform magnetic field of intensity $H$. Let its velocity be resolved into a component $A$ parallel to the lines of force, and a component $B$ in the plane perpendicular to them. By what has just been said ( $\$ 629$ ) both $A$ and $B$ must remain constant throughout the motion, and there will be a force $\mathrm{eHB} / \mathrm{C}$ acting on the particle in a direction perpendicular to that of $B$, and in the plane perpendicular to the lines of force. Thus if $m$ is the mass of the particle, its acceleration must be $\mathrm{eHB} / m C$ in this same direction.

Considering only the motion in a plane perpendicular to the lines of force, we have a velocity $B$ and an acceleration $e H B / m C$ perpendicular to it. This latter must be equal to $B^{2} / \rho$, where $\rho$ is the curvature of the path. Thus $\rho=\frac{B n C}{e H^{-}}$, a constant, shewing that the motion in question is circular.

Combining this circular motion with the motion parallel to the lines of force we find that the complete orbit is a circular helix, of radius $\mathrm{BmC} / \mathrm{eH}$, described about one of the lines of magnetic force as axis.
632. By measuring the curvature of an orbit described in this manner, it is found possible to determine $e / m$ experimentally for electrons and other charged particles (cf. $\S 665$ below). Incidentally the fact that curvature is observed at all provides experimental confirmation of the existence of the force acting on a moving electron.

[^28]633. When a source of light emitting a line-spectrum is placed in a strong magnetic field, the lines of the spectrum are observed to undergo certain striking modifications. The simplest form assumed by the phenomenon is as follows.

If the light is examined in a direction parallel to the lines of magnetic force, each of the spectral lines appears split into two lines, on opposite sides of, and equidistant from, the position of the original line, and the light of these two lines is found to be circularly polarised, the direction of polarisation being different for the two.

If the light is examined across the lines of force, these same two lines appear, accompanied now by a line at the original position of the line, so that the original line now appears split into three. The side lines are observed to be plane polarised in a plane through the line of sight and the lines of force, while the middle line is plane polarised in a plane perpendicular to the lines of force.
634. These various phenomena were observed by Zeeman in 1896, and an explanstion in terms of the electron theory was at once suggested by Lorentz.

Let us first examine a simple artificial case in which the spectrum contains one line only, assumed to be produced by the oscillations of a single electron about a position of equilibrium.

If the frequency of this oscillation is $p / 2 \pi$, the equations of motion of the electron must be of the form

$$
\begin{equation*}
m \frac{d^{2} x}{d t^{2}}=-m p^{2} x, \text { etc. } \tag{626}
\end{equation*}
$$

in which $x, y, z$ are the coordinates of the electron referred to its position of equilibrium.

Next suppose the electron to move in a field of force of intensity $H$ parallel to the axis of $x$. In addition to the force of restitution of components $-m p^{2} x,-m p^{2} y,-m p^{2} z$, the electron will be acted on by a force (cf. formulae (625)) of components

$$
0, \frac{e H}{C} \frac{d z}{d t}, \quad-\frac{e H}{C} \frac{d y}{d t} .
$$

In place of the former equations, the equations of motion are now

$$
\left.\begin{array}{l}
m \frac{d^{2} x}{d t^{2}}=-m p^{2} x  \tag{627}\\
m \frac{d^{2} y}{d t^{2}}=-m p^{2} y+\frac{e H}{C} \frac{d z}{d t} \\
m \frac{d^{2} z}{d t^{2}}=-m p^{2} z-\frac{e H}{C} \frac{d y}{d t}
\end{array}\right\} .
$$

The solutions of these equations are

$$
\begin{aligned}
& x=A \cos (p t-\epsilon), \\
& y=A_{1} \cos \left(q_{1} t-\epsilon_{1}\right)+A_{2} \cos \left(q_{2} t-\epsilon_{2}\right), \\
& z=A_{1} \sin \left(q_{1} t-\epsilon_{1}\right)+A_{2} \sin \left(q_{2} t-\epsilon_{2}\right),
\end{aligned}
$$

in which $A, A_{1}, A_{3}, \epsilon, \epsilon_{1}, \epsilon_{9}$ are constants, and $q_{1}, q_{2}$ are the roots of

$$
\begin{equation*}
-m q^{2}=-m p^{2}+\frac{e H}{C} q \tag{628}
\end{equation*}
$$

For even the strongest fields which are available in the laboratory, the value of the last term in this equation is small compared with that of the other terms, so that the solution of equation (628) may be taken to be

$$
q= \pm p-\frac{e H}{2 m C} .
$$

The original vibrations of the electron, all of frequency $p$, may now be replaced by the three following vibrations:
I. $x=A \cos (p t-\epsilon), \quad y=0, \quad z=0$.
II. $x=0, y=A_{1} \cos \left[\left(p+\frac{e I I}{2 m C}\right) t-\epsilon_{1}\right], z=A_{1} \sin \left[\left(p+\frac{e H}{2 m} \bar{C}\right) t-\epsilon_{1}\right]$.
III. $x=0, y=A_{2} \cos \left[\left(p-\frac{e H}{2 m C^{\prime}}\right) t-\epsilon_{2}\right], z=-A_{2} \sin \left[\left(p-\frac{e H}{2 m} C\right) t-\epsilon_{2}\right]$.

Vibration I of frequency $\boldsymbol{p}$ is a linear motion of the electron parallel to $0 x$, the direction of the lines of magnetic force. The magnetic force in the emitted radiation is accordingly always parallel to the plane of $y z$ and vanishes immediately behind and in front of the electron (cf. § 618). Thus there is no radiation emitted in the direction of the axis of $x$, and the radiation emitted in the plane of $y z$ will be polarised (§592) in this plane.

Vibrations II and III represent circular motions in the plane of $y z$ of frequencies $p \pm \frac{e H}{2 m \bar{G}}$. Clearly the radiation emitted along the axis of $x$ will be circularly polarised, while that emitted in the plane of $y z$ will be plane polarised in a plane through the line $0 x$ and the line of sight (the motion along the line of sight sending no radiation in this direction). Thus the observed appearances are accounted for.
635. The analysis just given explains the observed facts of the normal Zeeman Effect, but only in terms of a model which is known not to be in accordance with the actual facts of atomic structure. As was pointed out by Larmor, the explanation just given can be easily generalised so that the atomic model shall at least accord better with the facts of nature than that we have just had under discussion.

If an electron is moving in a field of magnetic force of intensity $H$ parallel to the axis of $x$, its equations of motion will be

$$
\left.\begin{array}{l}
m \frac{d^{2} x}{d t^{2}}=F_{x}  \tag{629}\\
m \frac{d^{2} y}{d t^{2}}=F_{y}+\frac{e H}{C} \frac{d z}{d t} \\
m \frac{d^{2} z}{d t^{2}}=F_{z}-\frac{e H}{C} \frac{d y}{d t}
\end{array}\right\}
$$

where $F_{x}, F_{y}, F_{z}$ are the components of the force which acts on the electron apart from the superimposed magnetic field $H$. These equations of course contain equations (627) as a special case.

If $x, y, z$ were coordinates measured with reference to a system of axes rotating with uniform angular velocity $\omega$ about the axis of $x$ in the direction from $O y$ to $O z$, the component of the velocity of the point $x, y, z$ in space would be given by

$$
\left.\begin{array}{l}
u=\frac{d x}{d t}  \tag{630}\\
v=\frac{d y}{d t}-\omega z \\
w=\frac{d z}{d t}+\omega y
\end{array}\right\}
$$

and the accelerations in space by

$$
\begin{equation*}
\frac{D v}{D t}=\frac{d v}{d t}+u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}+w \frac{\partial v}{\partial z}=\frac{d^{2} y}{d l^{2}}-2 \omega \frac{d z}{d t}-\omega^{2} y . \tag{631}
\end{equation*}
$$

and similar equations.
When the angular velocity is so small that $\omega^{2}$ may be neglected, the system of accelerations, as given by equations such as (631), reduce to

$$
\left.\begin{array}{l}
\frac{D u}{D t}=\frac{d^{2} x}{d t^{2}}  \tag{632}\\
\frac{D v}{D t}=\frac{d^{2} y}{d t^{2}}-2 \omega \frac{d z}{d t} \\
\frac{D w}{D t}=\frac{d^{2} z}{d t^{2}}+2 \omega \frac{d y}{d t}
\end{array}\right\}
$$

Thus if $\omega$ is defined by the equation

$$
\begin{equation*}
\omega=\frac{e H}{2 m C} \tag{633}
\end{equation*}
$$

the equations of motion (629) of the electron in the superimposed magnetic field become

$$
\begin{aligned}
& m \frac{D u}{D t}=F_{z} \\
& m \frac{D v}{D t}=F_{y} \\
& m \frac{D w}{D t}=F_{z}
\end{aligned}
$$

which would be precisely the equations of motion of the electron referred to axes at rest with the magnetic field non-existent. Thus the superposition of the magnetic field parallel to the axis of $x$ is seen to have had precisely the same effect on electronic motion as the setting of the axes in rotation with an angular velocity $\omega$ defined by equation (633).

Before the magnetic field is superposed, let the electron describe a path such that when its coordinates are resolved into simple-harmonic terms by Fourier's theorem, one of the constituent simple-harmonic vibrations is of the form

$$
x=0, \quad y=A_{1} \cos \left(p t-\epsilon_{1}\right), \quad z=A_{1} \sin \left(p t-\epsilon_{1}\right)
$$

Assume that one of the lines in the spectrum of the atom when in its natural state corresponds to a frequency $p / 2 \pi$. The superposition of a magnetic field has the same effect on the coordinates $x, y, z$ as the setting of the axes in rotation with an angular velocity $\omega$, so that when this field is superposed the coordinates of the electron may be taken to be

$$
x=0, \quad y=A_{1} \cos \left[(p+\omega) t-\epsilon_{1}\right], \quad z=A_{1} \sin \left[(p+\omega) t-\epsilon_{1}\right] .
$$

It is at once seen that the vibration is identical in general type with the vibration II that we found in §634, so that the discussion of the polarisation and change of frequency there given will apply to the present case also.
636. The discussion of the last section is applicable to any electron describing an orbit such that its motion can be resolved into oscillations of definite frequencies. It shews that each spectral line ought in general to be resolved into a triplet of three equidistant lines, a line initially at $p$ giving place to lines at $p \pm \delta p$ where

$$
\begin{equation*}
\delta p=\frac{e}{2 m C} I I \tag{634}
\end{equation*}
$$

This represents what is normally observed, and a formation of triplets of this type is commonly spoken of as the normal Zeeman Effect. Certain lines separate out in a more complex way in the presence of a magnetic field, these lines having generally appeared as multiple lines (doublets, triplets, etc.) even before the magnetic field was turned on. This is known as the complex or abnormal Zeeman Effect, and is not covered by our simple theory.

In the normal Zeeman Effect, the frequency difference, predicted by equation (634), is constant for all the lines of the spectrum. Observationally this is found to be the case, and equation (634) makes it possible to determine a value of $e / m$ from the observed separation of spectral lines in a magnetic field of known strength. The value so obtained proves to be in good agreement with values for $e / m$ measured by other and more direct methods.

## The General Equations of Moving Electrons.

637. We now return to the general equations of $\S 621$, namely

$$
\begin{array}{r}
\frac{4 \pi}{C}\left(\rho v+\frac{d f}{d t}\right)=\frac{\partial y}{\partial y}-\frac{\partial \beta}{\partial z}, \text { etc. } \\
-\frac{1}{C} \frac{d a}{d t}=\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}, \text { etc. . } \tag{636}
\end{array}
$$

and discuss the field set up by the motion of electric charges when there is no restriction as to the smallness of their velocities.

On multiplying both sides of equation (635) by $\mu$ and differentiating with respect to the time, we obtain

$$
\frac{4 \pi \mu}{C} \frac{d}{d t}\left(\rho v+\frac{d f}{d \bar{t}}\right)=\frac{d}{d t}\left(\frac{\partial c}{\partial y}-\frac{\partial b}{\partial z}\right) .
$$

Using relations (636) we readily find that the right-hand member

$$
\begin{aligned}
& =-C\left[\frac{\partial}{\partial y}\left(\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}\right)-\frac{\partial}{\partial z}\left(\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}\right)\right] \\
& =C\left[\nabla^{2} X-\frac{\partial}{\partial x}\left(\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}\right)\right] .
\end{aligned}
$$

Putting $4 \pi f=K X$ and $\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}=4 \pi \frac{\rho}{K}$, this becomes

$$
\nabla^{2} X-\frac{K \mu}{C^{2}} \frac{d^{2} X}{d t^{2}}=\frac{4 \pi \mu}{C^{2}} \frac{d}{d t}(\rho v)+\frac{4 \pi}{K} \frac{\partial \rho}{\partial x} .
$$

638. This is the differential equation satisfied by $X$. Similar equations are of course satisfied by $Y$ and $Z$. If we divide both sides of equation (636) by $\mu$ and differentiate with respect to the time, we readily find that $\alpha$ satisfies the differential equation

$$
\nabla^{2} \alpha-\frac{K \mu}{C^{2}} \frac{d^{2} \alpha}{d t^{2}}=-\frac{4 \pi}{C}\left[\frac{\partial}{\partial y}(\rho w)-\frac{\partial}{\partial z}(\rho v)\right] .
$$

We shall shortly obtain these differential equations in another way.

## Introduction of the Potentials.

639. With equations (636) we may combine the relation

$$
\begin{equation*}
\frac{\partial a}{\partial x}+\frac{\partial b}{\partial y}+\frac{\partial c}{\partial z}=0 \tag{637}
\end{equation*}
$$

(equation (616)), and it follows, as in §443, that we can find a vector-potential of components $F, G, H$ connected with $a, b, c$ by the relations

$$
\begin{equation*}
a=\frac{\partial H}{\partial y}-\frac{\partial G}{\partial z}, \text { etc.. } \tag{638}
\end{equation*}
$$

and with $X, Y, Z$ by the relations (cf. $\S 530$ )

$$
\begin{equation*}
X+\frac{1}{C} \frac{d F}{d t}=-\frac{\partial \Psi}{\partial x}, \text { etc. } \tag{639}
\end{equation*}
$$

in which $\Psi$ is a function, at present undetermined in the general case, which becomes identical with the electrostatic potential when there is no motion
640. We have seen (§442) that equations (638) are not adequate to determine $F, G, H$ completely, and hence $\Psi$ also (cf. equation (639)) is not fully determined.

Let $F_{0}, G_{0}, H_{0}, \Psi_{0}$ be any special set of values satisfying equations (638) and (639). Then the most general values of $F, G, H$ are given by (cf. §442)

$$
\begin{equation*}
F=F_{0}+\frac{\partial \chi}{\partial x}, \text { etc. } \tag{640}
\end{equation*}
$$

where $\chi$ is any arbitrary single-valued function.
To find the most general value of $\Psi$, we have from equation (639)

$$
-\frac{\partial \Psi}{\partial x}=X+\frac{1}{C}\left(\frac{d F_{0}}{d t}+\frac{\partial^{2} \chi}{\partial x \partial t}\right)=-\frac{\partial \Psi_{0}}{\partial x}+\frac{1}{C} \frac{\partial^{2} \chi}{\partial x \partial t},
$$

and similar equations in $y$ and $z$, so that, on integration,

$$
\begin{equation*}
\Psi=\Psi_{0}-\frac{1}{C} \frac{\partial}{\partial t}+f(t), \text { a function of } t \text { only. } \tag{641}
\end{equation*}
$$

From (640) and (641) we obtain

$$
\begin{array}{r}
\frac{\partial F}{\partial x}+\frac{\partial G}{\partial y}+\frac{\partial H}{\partial z}+\frac{K \mu}{C} \frac{\partial \Psi}{\partial t}=\frac{\partial F_{0}}{\partial x}+\frac{\partial G_{0}}{\partial y}+\frac{\partial H_{0}}{\partial z}+\frac{K \mu}{C} \frac{\partial \Psi_{0}}{\partial t}+\nabla^{2} \chi-\frac{K \mu}{C^{2}} \frac{\partial^{2} \chi}{\partial t^{2}} \\
+\frac{K \mu}{C} f^{\prime}(t) \ldots \ldots \ldots(642)
\end{array}
$$

The function $\chi$ is entirely at our disposal, so that

$$
\nabla^{2} \chi-\frac{\dot{K} \mu}{C^{4}} \frac{\partial^{2} \chi}{\partial t^{2}}
$$

may have any value we please to assign to it. Let us agree to give to $\chi$ such a value, for every instant of time and all values of $a, y, z$, as shall make the right-hand member of equation (642) vanish.

The value of $\chi$ is now fixed, except for a set of values of $\chi$ such that

$$
\nabla^{2} \chi-\frac{K \mu}{C^{2}} \frac{\partial^{2} \chi}{\partial t^{2}}=0
$$

at every instant and point, these values of $\chi$ representing of course contributions that might arise from a set of disturbances propagated through the medium from outside.

Except for such additional values of $\chi$, the values of $F, G, H, \Psi$ are now uniquely determined by equations (640) and (641). The vector-potential will in future mean the special vector of which these values of $F, G, H$ are the components, while the corresponding special value of $\Psi$ will be called the " Electric Potential."

From equation (642) it follows that the vector-potential and the electric potential are connected by the relation

$$
\begin{equation*}
\frac{\partial F}{\partial x}+\frac{\partial G}{\partial y}+\frac{\partial I}{\partial z}=-\frac{K \mu}{C} \frac{\partial \Psi}{\partial t} . \tag{643}
\end{equation*}
$$

## Differential Equations satisfied by the Potentials.

641. If we differentiate equations (639) with respect to $x, y, z$ and add, we obtain

$$
\left(\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}\right)+\frac{1}{C} \frac{d}{d t}\left(\frac{\partial F}{\partial x}+\frac{\partial G}{\partial y}+\frac{\partial H}{\partial z}\right)=-\nabla^{2} \Psi,
$$

which, on substituting from equations (643) and (639), becomes

$$
\begin{equation*}
\nabla^{2} \Psi-\frac{K \mu}{C^{2}} \frac{d^{2} \Psi}{d t^{2}}=-\frac{4 \pi \rho}{K} . \tag{644}
\end{equation*}
$$

the differential equation satisfied by $\Psi$. We notice that for a steady field it becomes identical with Poisson's equation, while in regions in which there are no charges it becomes identical with the equation of wave-propagation.
642. To obtain the differential equation satisfied by $F$, we transform equation (635) by the use of equations (638). We have

$$
\begin{aligned}
\frac{4 \pi \mu}{c^{\prime}}\left(\rho U+\frac{d f}{d \bar{t}}\right) & =\frac{\partial c}{\partial y}-\frac{\partial b}{\partial z} \\
& =\frac{\partial}{\partial y}\left(\frac{\partial G}{\partial x}-\frac{\partial F}{\partial y}\right)-\frac{\partial}{\partial z}\left(\frac{\partial F}{\partial z}-\frac{\partial H}{\partial x}\right) \\
& =\frac{\partial}{\partial x}\left(\frac{\partial F}{\partial x}+\frac{\partial G}{\partial y}+\frac{\partial H}{\partial z}\right)-\nabla^{2} F,
\end{aligned}
$$

whence, from equations (643) and (639),

$$
\begin{equation*}
\nabla^{2} F-\frac{K \mu}{C^{2}} \frac{d^{2} F^{\prime}}{d t^{s}}=-\frac{4 \pi \mu}{C} \rho \sigma \tag{645}
\end{equation*}
$$

the differential equation satisfied by $F$. Similar equations are of course satisfied by $G$ and $H$.

## Differential Equations satisfied by the Forces.

643. Operating on equation (639) with the operator $\nabla^{2}-\frac{K \mu}{C^{2}} \frac{d t^{2}}{d t^{2}}$, we have

$$
\begin{align*}
\nabla^{2} X-\frac{K \mu}{C^{2}} \frac{d^{2} X}{d t^{2}} & =-\frac{1}{C} \frac{d}{d t}\left(\nabla^{2} F-\frac{K \mu}{C^{2}} \frac{d^{2} F}{d t^{2}}\right)-\frac{\partial}{\partial x}\left(\nabla^{2} \Psi-\frac{K \mu}{C^{2}} \frac{d^{2} \Psi}{d t^{2}}\right) \\
& =\frac{4 \pi \mu}{C^{2}} \frac{d}{d t}(\rho v)+\frac{4 \pi}{K} \frac{\partial \rho}{\partial x} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{646}
\end{align*}
$$

This is the differential equation satisfied by $X$, and similar equations are satisfied by $Y$ and $Z$. These same equations were obtained by a more direct method in § 637.
644. For the differential equation satistied by $\alpha, \beta, \gamma$ we have, from equations (638) and (645),

$$
\begin{align*}
\nabla^{2} \alpha-\frac{K \mu}{C^{2}} \frac{d^{2} \alpha}{d t^{2}} & =\frac{1}{\mu}\left(\nabla^{2}-\frac{K \mu}{C^{2}} \frac{d^{2}}{d t^{2}}\right)\left(\frac{\partial H}{\partial y}-\frac{\partial G}{\partial z}\right) \\
& =-\frac{4 \pi}{C}\left\{\frac{\partial(\rho w)}{\partial y}-\frac{\partial(\rho V)}{\partial z}\right\} \ldots \tag{647}
\end{align*}
$$

and similar equations for $\beta$ and $\gamma$. These equations agree with those already obtained in § 638.

## Solution of the Differential Equations.

645. It will be seen that all the differential equations are of the same general form, namely

$$
\begin{equation*}
\nabla^{2} \chi-\frac{1}{a^{2}} \frac{d^{2} \chi}{d l^{2}}=-4 \pi \sigma \tag{648}
\end{equation*}
$$

where $\sigma$ arises from electric charges, at rest or in motion.
Clearly the value of $\chi$ may be regarded as the sum of contributions from the values of $\sigma$ in the different small elements of volume. The simplest solution for $\chi$ is that arising from a distribution of $\sigma$ at and close to the origin, $\sigma$ being zero everywhere else.

For this special solution $\chi$ is a function of $r$ only, which must satisfy

$$
\nabla^{2} \chi=\frac{1}{a^{2}} \frac{d^{2} \chi}{d t^{2}}
$$

everywhere except at the origin. Proceeding as in § 578, and rejecting the term which represents convergent waves, as having no physical importance, we obtain the solution (cf. equation (536))

$$
\begin{equation*}
\chi=\frac{1}{r} f(r-a t) \tag{649}
\end{equation*}
$$

where $f$ is so far a perfectly arbitrary function.

Close to the origin, this reduces to

$$
\begin{equation*}
\chi=\frac{1}{r} f(-a t) . \tag{650}
\end{equation*}
$$

and it now appears that in equation (648) the middle term becomes insignificant near the origin in comparison with the first term $\nabla^{\mathbf{2}} \chi$. Thus close to the origin the equation becomes identical with Poisson's equation, and the integral is

$$
\begin{equation*}
\chi=\frac{\iiint \sigma d x d y d z}{r}=\frac{\tau}{v} . \tag{651}
\end{equation*}
$$

where the integral is taken only through the element of volume at the origin in which $\sigma$ exists, and $\tau$ represents the integral of $\sigma$ taken through this element of volume.

On comparing solutions (650) and (651), both of which are true near the origin, we find that

$$
\begin{equation*}
f(-a t)=\tau . \tag{652}
\end{equation*}
$$

and this determines the function $f$ completely. The general solution (649) is now fully known, and by summation of such solutions the general solution of equation (648) is obtained.

Let $P, Q$ be any points distant $r$ apart; let $t$ be any instant of time, and let $t_{0}$ denote the instant of time $r / a$ previous to $i t$, so that $t_{0}=t-r / a$. Clearly $t_{0}$ is the instant of departure from $P$ of a disturbance reaching $Q$ at $t$. We may speak of $t_{0}$ as the "retarded time" at $P$ corresponding to the time $t$ at $Q$.

With this meaning assigned to $t_{0}$, we have

$$
f(r-a t)=f\left\{-a\left(t-\frac{r}{u}\right)\right\}=f\left(-a t_{0}\right)=\tau
$$

where $\tau$ is evaluated at time $t_{0}$ (cf. equation (652)). If we agree to denote by $[\phi]$ the value of $\phi$ estimated at the retarded time at the point at which $\phi$ occurs, then this value of $\tau$ will be expressed by [ $\tau$ ], and solution (649) becomes

$$
\begin{equation*}
\chi=\stackrel{[\tau]}{r} . \tag{653}
\end{equation*}
$$

The most general solution of equation (648), obtained by the summation of solutions such as (653), is

$$
\begin{equation*}
x=\iiint \frac{[\sigma] d x d y d z}{r}=\Sigma \frac{[\tau]}{r} . \tag{654}
\end{equation*}
$$

the last form applying when the distribution of $\sigma$ occurs only at points or in small regions so small that the variations of the retardation of time through each region are negligible.

The analogy of Poisson's equation and its solution in electrostatics (cf. $\$ \$ 49,40,41$ ) is obvious.
646. From equations (644) and (645) it follows that the potentials are given by

$$
\begin{align*}
\Psi & =\frac{1}{K} \iiint \frac{[\rho] d x d y d z}{r} \ldots \ldots .  \tag{655}\\
F & =\frac{\mu}{\bar{C}} \iiint \frac{[\rho U] d x d y d z}{r}, \text { etc. . } \tag{656}
\end{align*}
$$

These potentials are commonly spoken of as "Retarded Potentials." They differ from the ordinary potentials, in which the finite velocity of propagation is not taken into account, only in that the quantities in the numerators must be evaluated at the retarded times appropriate to the point.

The solution of equations (646) and (647) may be similarly written down, but it is usually easier to evaluate the forces by differentiation of the potentials.

If the moving electrons in formula (656) are conveying currents in linear circuits, the formula becomes (on taking $\mu=1$ )

$$
F=\Sigma \int \frac{\left[i_{x}\right] d s}{r},
$$

where the summation is over the different circuits and $i_{z}$ denotes the $x$-component of the current, which may also be expressed as $i \frac{d x}{d s}$. This formula may be compared with (419), from which it differs only in that it takes account of the finite time required for the propagation of electromagnetic action.

## The Field set up by Moving Electrons.

647. An electron is a charge of total amount $e$ spread through a very small volume. When we attempt to apply the equations just obtained to the motion of electrons, a complication arises. We must not integrate $\rho$ or $\rho U$ through the space occupied by the electron because the retarded time varies from one part of the electron to another. And this complication does not disappear even when we pass to the limit and suppose the electron to be of infinitesimal size.

Let the electron be moving with a velocity (not necessarily uniform) of which the components at any instant are $U, V, w$. Suppose we wish to evaluate the potentials at $x^{\prime}, y^{\prime}, z^{\prime}$ at time $t$.

Let $x, y, z$ be the position of any element of the electron at the retarded time $t_{0}$, defined by

$$
t_{0}=t-\frac{r}{a} \text { where } r^{2}=\left(x^{\prime}-x\right)^{2}+\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2} .
$$

We may speak of $x, y, z$ as the effective position of the element of the electron under consideration, since the element contributes to the potentials we are in search of, only when it is at $x, y, z$.

The retarded time $t_{0}$ will be different for different parts of the electron. Let its value at the centre of the electron be $\theta_{0}$. Let the' position of the element under consideration at time $\theta_{0}$ be $x_{0}, y_{0}, z_{0}$. Then the element which is at $x_{0}, y_{0}, z_{0}$ at time $\theta_{0}$ has moved to $x, y, z$ by time $t_{0}$, so that

$$
x=x_{0}+v\left(t_{0}-\theta_{0}\right)+\frac{1}{2} \dot{U}\left(t_{0}-\theta_{0}\right)^{2}+\ldots \text { etc. },
$$

where $c ; v, w$ refer to the velocity of the electron at time $\theta_{0}$.
Remembering that $t_{0}$ is a function of $x, y, z$, we obtain on differentiation with respect to $x$,

$$
\frac{\partial x_{0}}{\partial x}=1-\frac{\partial t_{0}}{\partial x}\left\{U+\dot{U}\left(t_{0}-\theta_{0}\right)+\frac{1}{2} U\left(t_{0}-\theta_{0}\right)^{2}+\ldots\right\},
$$

and similarly,

$$
\frac{\partial x_{0}}{\partial y}=-\frac{\partial t_{0}}{\partial y}\left\{U+\dot{U}\left(t_{0}-\theta_{0}\right)+\frac{1}{2} \ddot{v}\left(t_{0}-\theta_{0}\right)^{2}+\ldots\right\} .
$$

Those elements of the electron which have their effective positions inside a small element of volume $d x d y d z$ occupy at the fixed time $\theta_{0}$ an clement of volume $d x_{0} d y_{0} d z_{0}$. The ratio of these elements of volume is given by the usual Jacobian determinant

$$
\frac{d x_{0} d y_{0} d z_{0}}{d x d y d z}=\left|\begin{array}{ll}
\frac{\partial x_{0}}{\partial x}, & \frac{\partial x_{0}}{\partial y}, \\
\frac{\partial x_{0}}{\partial z} \\
\frac{\partial y_{0}}{\partial x}, & \frac{\partial y_{0}}{\partial y}, \\
\frac{\partial y_{0}}{\partial z} \\
\frac{\partial z_{0}}{\partial x}, & \frac{\partial z_{0}}{\partial y}, \\
\frac{\partial z_{0}}{\partial z}
\end{array}\right| .
$$

On inserting the values of the differential coefficients as just calculated, and expanding the determinant, we readily obtain

$$
\frac{d x_{0} d y_{0} d z_{0}}{d x d y d z}=1-\Sigma_{x_{1}, y, z} \frac{\partial t_{0}}{\partial x}\left\{U+\dot{C}\left(t_{0}-\theta_{0}\right)+\frac{1}{2} \ddot{U}\left(t_{0}-\theta_{0}\right)^{2}+\ldots\right\}
$$

all terms in $U, \mathrm{r}, \boldsymbol{W}$ of degree higher than the first being found to disappear.
If the electron is small in comparison with its distance from the point $x^{\prime}, y^{\prime}, z^{\prime}$, local variations of $x, y, z$ throughout the electron may be neglected, so that $t_{0}-\theta_{0}$ may be neglected, and in the above expression $x, y, z, r$ may be supposed to refer to the centre of the electron. In this case we have

$$
\frac{d x_{0} d y_{0} d z_{0}}{d x d y d z}=1-\sum_{x_{,}, y, z} \frac{\partial t_{0}}{\partial} U=1+\frac{1}{a}\left(U \frac{\partial r}{\partial x}+v \frac{\partial r}{\partial y}+w \frac{\partial r}{\partial z}\right),
$$

or, if $v_{r}$ denote the radial velocity of the electron towards the point $x^{\prime}, y^{\prime}, z^{\prime}$ at the instant $t=\theta_{0}$,

$$
\frac{d x_{0} d y_{0} d z_{0}}{d x d y d z}=1-\frac{v_{r}}{u}
$$

Equation (655) may now be written in the form

$$
\Psi=\frac{1}{K} \iiint \frac{\rho d x_{n} d y_{n} d z_{0}}{r\left(1-\frac{r_{r}}{a}\right)},
$$

where all quantities are evaluated at the time $t=\theta_{0}$, or since

$$
\iiint \rho d x_{0} d y_{0} d z_{0}=e,
$$

$$
\Psi=\frac{e}{K\left[r\left(1-\frac{v_{r}}{a}\right)\right]}
$$

where square brackets signify that the quantity inside is to be evaluated at the retarded time as estimated at the electron. Similarly equation (656) becomes*

$$
F=\frac{\mu e}{\bar{C}}\left[\frac{U}{r\left(1-\frac{V_{r}}{a}\right)}\right] .
$$

Suppose it is required to calculate the field at a point $O$ at time $t$. Let $E$ be the position of one of the electrons in the field at a time $t_{0}$ such that

$$
t_{0}=t-\frac{r}{a},
$$

where $r=E 0$. Then the quantitics in square brackets must be calculated for this electron in the position $E$ at the time $t_{0}$.

Let the velocity of the electron at the time $t_{0}$ be $V$ in a direction $E F$ making an angle $\theta$ with


Fig. 139. $E O$, and let $E F$ be the distance $V\left(t-t_{0}\right)$ which the electron would describe by the time $t$ if its velocity remaned constant.

If $F G$ is the perpendicular from $F$ on to $E O$, the intercept $E G$ is given by

$$
E G=E F^{\prime} \cos \theta=V \cos \theta\left(t-t_{0}\right) .
$$

Now $V_{\cos } \theta$ is simply the component $V_{r}$ of velocity along $E O$, while $t-t_{0}=r / a$. Thus $E G=r V_{r /} / a$ and

$$
O G=r-E G=r\left(1-\frac{V_{r}}{a}\right)
$$

The formulae for the potentials now become

$$
\Psi=\frac{1}{K} \frac{e}{O G} ; \quad F=\frac{\mu}{C} \frac{e V}{\overline{U G}} .
$$

If squares of $V / C$ are neglected, the angle $F O E$ in figure 139 is a small angle and $O G$ is approximately equal to $O F$. Thus as far as terms of the first

[^29]order in $V / C$ the potentials are
$$
\Psi=\frac{1}{K} \frac{e}{U F} ; \quad F=\frac{\mu}{C} \frac{e V}{O F},
$$
where $F$ is the position of the electron at the instant at which the potentials are evaluated, except for a correction arising from accelerations or sudden changes in the motion of the electron.
648. In the case in which $\sigma, v, w$ are treated as small we can also write down the potentials directly from equations (655) and (656). For in this case $d x_{0} d y_{0} d z_{0}$ becomes equal to $d x d y d z$ and the equations assume the forms
$$
\Psi=\frac{[e]}{K r}, \quad F=\frac{\mu}{\bar{C}} \frac{[e U]}{r},
$$
where $r$ is the distance from the point $x^{\prime}, y^{\prime}, z^{\prime}$ at which the forces are measured to the effective position of the electron. Thus the magnetic forces are given by
\[

$$
\begin{equation*}
\alpha=\frac{1}{\mu}\left(\frac{\partial H}{\partial y^{\prime}}-\frac{\partial G}{\partial z^{\prime}}\right)=\frac{1}{C}\left(\frac{\partial}{\partial y^{\prime}} \frac{[e w]}{r}-\frac{\partial}{\partial z^{\prime}} \frac{[e V]}{r}\right), \text { etc. } \tag{657}
\end{equation*}
$$

\]

Since [ ew ] is a function of $t-r / a$, we have

$$
\frac{\partial}{\partial r}[e w]=-\frac{1}{a}\left[\frac{\partial}{\partial t}(e w)\right]=-\frac{1}{a}[e \dot{w}],
$$

so that

$$
\left.\frac{\partial}{\partial y^{\prime}} \frac{[e w]}{r}=\frac{y^{\prime}-y}{r} \frac{\partial}{\partial r}[e w]\right]-\frac{y^{\prime}-y}{r}\left\{\frac{1}{r} \frac{[e \dot{W}]}{r}-\frac{[e W]}{r^{2}}\right\},
$$

and on substitution in equations (657) we obtain formulae for $\alpha, \beta, \gamma$.
These formulae are seen to contain terms both in $r^{-1}$ and $r^{-2}$. At a great distance from the electron the former alone are of importance, and the components of force become

$$
\alpha=-\frac{1}{a C}\left\{\frac{y^{\prime}-y}{r^{2}}[e \dot{w}]-\frac{z^{\prime}-z}{r^{2}}[e \dot{v}]\right\}, \text { etc. }
$$

Similarly we find for the electric forces at a great distance

$$
\begin{equation*}
X=-\frac{\mu}{C^{2}} \frac{[e \dot{U}]}{r}, \text { etc. } \tag{659}
\end{equation*}
$$

For a single electron moving along the axis of $x$ with an acceleration $\dot{u}$, in free space for which $\mu=K=1$, the components of force assume the simple forms

$$
\left.\begin{array}{rl}
\alpha=0, \quad \beta & =-\frac{z^{\prime}-z}{C^{2} r^{2}}[e \dot{U}], \quad \gamma=\frac{y^{\prime}-y}{C^{2} r^{2}}[e \dot{U}] \\
X & =-\frac{1}{C^{2} r}[e \dot{U}], \quad Y=0, \quad Z=0 \tag{660}
\end{array}\right\}
$$

these being accurate only at great distances from the electron.

## Radiation of Energy.

649. We saw in § 576 that the flow of energy across any closed surface is given by

$$
\iint\left(l \Pi_{x}+m \Pi_{y}+n \Pi_{z}\right) d S
$$

where

$$
\Pi_{x}=\frac{C}{4 \pi}\left(Y_{\gamma}-Z \beta\right), \text { etc. }
$$

In proving this the energy was assumed to be localised in the medium in the way imagined by Maxwell, but if we identify our closed surface with a sphere at infinity this assumption is no longer necessary. For independently of this assumption, the total energy in the whole of space is given by

$$
T+W=\iiint\left\{\frac{K}{8 \pi}\left(X^{2}+Y^{2}+Z^{2}\right)+\frac{\mu}{8 \pi}\left(\alpha^{2}+\beta^{2}+\gamma^{2}\right)\right\} d x d y d z
$$

and from this we can deduce formula (661) directly. On assigning to $\alpha, \beta, \gamma$, $X, Y, Z$ the value obtained in equations (660) for the forces from a single electron, we find

$$
\begin{gathered}
\Pi_{x}=0, \quad \Pi_{y}=-\frac{C}{4 \pi} X \gamma, \quad \Pi_{z}=\frac{C}{4 \pi} X \beta \\
l \Pi_{x}+m \Pi_{y}+n \Pi_{z}=\frac{\left(y^{\prime}-y\right)^{2}+\left(z^{\prime}-z\right)^{2}}{4 \pi C^{3} r^{4}}(e \dot{U})^{2},
\end{gathered}
$$

whence the flow of energy across a sphere of infinite radius is readily found to be

$$
\begin{equation*}
\frac{2}{3} \frac{e^{2} \dot{U}^{2}}{C^{3}} \tag{662}
\end{equation*}
$$

This is Larmor's formula for the rate at which a single moving electron radiates energy. We notice that a steady velocity $U$ contributes nothing to the radiation; energy is radiated away from an electron which is undergoing acceleration but not from one in steady motion.

It must be added that the new dynamics referred to in $\S 620$ seems to throw doubt on this formula for emission of radiation. Many physicists now question whether any emission of radiation is produced by the acceleration of an electron, except under certain special conditions. Bearing this caution in mind, we may proceed to examine some of the consequences of the formulae just obtained.
650. If each of a cluster of electrons is so near to the point $x, y, z$ that differences of retardation of time may be neglected throughout the cluster, the radiation from the cluster is easily seen to be the same as that from a single electron of charge $E$ moving with components of acceleration $\dot{U}, \dot{V}, \dot{W}$, such that

$$
E \dot{U}=\Sigma \dot{e} \dot{U}, \text { etc. }
$$

The condition that there shall be no radiation from such a cluster is

$$
\sum e \dot{U}=\Sigma \sum \dot{V}=\Sigma e \dot{U}=0 .
$$

If this condition is not satisfied, the rate of emission of radiation is (cf. formula (662))

$$
\begin{equation*}
\frac{2}{3 C^{3}}\left\{(\Sigma e \dot{u})^{2}+(\Sigma e \dot{V})^{2}+(\Sigma e \dot{w})^{2}\right\} \tag{663}
\end{equation*}
$$

651. Consider next the field produced by a particle of charge $E$ oscillating along the axis of $x$ with simple harmonic motion, its coordinate at any instant being $x_{0} \cos p t$. We have

$$
E \dot{U}=-E p^{2} x_{0} \cos p t ; \quad[E \dot{U}]=-E p^{2} x_{0} \cos p\left(t-\frac{r}{a}\right)
$$

and the field can be written down by substitution in formulae (660).
From formula (662) the average rate of emission of radiation is found to be

$$
\frac{1}{3} \frac{p^{4} E^{2} x_{0}^{2}}{C^{3}}{ }^{2}=\frac{16 \pi^{4} E^{2} x_{0}{ }^{2} C}{3 \lambda^{4}},
$$

where $\boldsymbol{\lambda}$ is the wave-length of the emitted light.
A particle moving in this way is spoken of as a simple Hertzian vibrator. Its motion was taken by Hertz to represent the oscillating flow of current in an oscillatory discharge of a condenser. Such an oscillation formed the source of the waves in Hertz's original experiments (1888), and forms the source of the waves used in modern wireless telegraphy.
652. A case of great interest is that in which the velocity of a moving electron undergoes a very sudden change, such as would occur during a collision with matter of any kind. Let us represent such a sudden change by supposing that $e \dot{U}, e \dot{V}, e \dot{W}$ vanish except through a very small interval surrounding the time $t=0$, during which they are very great. At a point at distance $r,[e \dot{U}],[e \dot{v}]$ and $\left[e \dot{v}^{\prime}\right]$ will vanish except through a small interval of time surrounding the instant $t=r / a$. During this short interval, the electric and magnetic forces will be very great; before and after this interval they will have the smaller values arising from the steady motion of the electron. Thus the sudden check on the motion of the electron results in the outward spread of a thin sheet of electric and magnetic force, the forces being very intense but only of brief duration.

The radiation which is emitted when rapidly moving electrons impinge on matter is generally called X-radiation or Röntgen-radiation. It was suggested by Stokes that this consists of thin sheets or "pulses" of electric and magnetic force of the type we have just investigated. Although there is no doubt that this is true in a general way, yet the growth of the new dynamics already referred to has made it clear that there is far more in the problem of X-radiation than can be explained by the theories of Maxwell and Stokes.

## Mechanical Forces on Moving Charges.

653. Whether we assume Maxwell's localisation of energy in the medium or not, the total energy of an electromagnetic field, as we noticed in §649, will be $T+W$, where

$$
\begin{gather*}
W=\iiint \frac{K}{8 \pi}\left(X^{2}+Y^{2}+Z^{2}\right) d x d y d z  \tag{664}\\
T=\iiint \frac{\mu}{8 \pi}\left(\alpha^{0}+\beta^{2}+\gamma^{2}\right) d x d y d z \tag{665}
\end{gather*}
$$

and the integrals extend through the whole of space.
Let us suppose that, on account of the electromagnetic forces at work, each element of charge experiences a mechanical force of components $\Xi, \mathrm{H}, \mathbf{Z}$ per unit charge. We can find the forces $\Xi, H, Z$ by the methods of $\S 196$ and the general principle of least action.

Let us imagine a small displaced motion in which the coordinates of any point $x, y, z$ are displaced to $x+\delta x, y+\delta y, z+\delta z$, while the components of electric polarisation are changed from $f, g, h$ to $f+\delta f, g+\delta g, h+\delta h$, these new components of polarisation as well as the old satisfying relation (615). Thus if $\rho$ is the density of electricity at any point in the original motion and $\rho+\delta \rho$ the corresponding density in the displaced motion, we must have

$$
\begin{gathered}
\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}+\frac{\partial h}{\partial z}=\rho, \\
\frac{\partial \delta f}{\partial x}+\frac{\partial \delta g}{\partial y}+\frac{\partial \delta h}{\partial z}=\delta \rho .
\end{gathered}
$$

Let us denote the total work performed by the mechanical forces in this small displacement by $-\{\delta U\}$ (cf. §551), so that

$$
\begin{equation*}
\{\delta U\}=\iiint \rho(\Xi \delta x+\mathrm{H} \delta y+\mathrm{Z} \delta z) d x d y d z \tag{666}
\end{equation*}
$$

Then the equations of motion are contained in (cf. equation (507))

$$
\int_{0}^{\tau}(\delta T-\delta W-\{\delta U\}) d t=0
$$

We have

$$
\begin{aligned}
\delta T & =\frac{1}{4 \pi} \iiint(a \delta a+b \delta \beta+c \delta \gamma) \\
& =\frac{1}{4 \pi} \iiint\left\{\delta a\left(\frac{\partial H}{\partial y}-\frac{\partial G}{\partial z}\right)+\ldots\right\} d x d y d z \\
& =\frac{1}{4 \pi} \iiint\left\{F\left(\frac{\partial \delta \gamma}{\partial y}-\frac{\partial \delta \beta}{\partial z}\right)+\ldots\right\} d x d y d z
\end{aligned}
$$

on applying Green's Theorem; and on further using equation (635), this becomes

$$
\delta T=\frac{1}{\tilde{C}} \iiint\left\{F \delta\left(\rho v+\frac{d f}{d t}\right)+G \delta\left(\rho v+\frac{d g}{d t}\right)+H \delta\left(\rho W+\frac{d h}{d t}\right)\right\} d x d y d z .
$$

Let $\delta, \frac{d}{d t}$ refer to a point fixed in space, and let $\Delta, \frac{D}{D t}$ refer to a point moving with the moving material. Then we have the two formulae for $\Delta U$,

$$
\begin{aligned}
& \Delta U=\frac{D}{D t} \delta x=\frac{d}{d t} \delta x+U \frac{\partial}{\partial x} \delta x+v \frac{\partial}{\partial y} \delta x+w \frac{\partial}{\partial z} \delta x, \\
& \Delta U=\delta U+\frac{\partial U}{\partial x} \delta x+\frac{\partial U}{\partial y} \delta y+\frac{\partial U}{\partial z} \delta z,
\end{aligned}
$$

so that on comparison

$$
\delta U=\frac{d}{d t} \delta x+U \frac{\partial}{\partial x} \delta x+v \frac{\partial}{\partial y} \delta x+w \frac{\partial}{\partial z} \delta x-\left(\frac{\partial U}{\partial x} \delta x+\frac{\partial U}{\partial y} \delta y+\frac{\partial U}{\partial z} \delta z\right) .
$$

We now have

$$
\begin{aligned}
\delta\left(\rho U+f^{\prime}\right)= & v \delta \rho+\rho \delta U+\frac{d}{d t} \delta f \\
= & v \delta \rho+\frac{d}{d t}(\rho \delta x+\delta f)-\delta x \frac{d \rho}{d t} \\
& +\rho\left(U \frac{\partial}{\partial x}+v \frac{\partial}{\partial y}+w \frac{\partial}{\partial z}\right) \delta x-\rho\left(\frac{\partial U}{\partial x} \delta x+\frac{\partial U}{\partial y} \delta y+\frac{\partial U}{\partial z} \delta z\right) .
\end{aligned}
$$

On substituting for $d \rho / d t$ and $\delta \rho$ their values (cf. §622)

$$
\begin{aligned}
& \frac{d \rho}{d t}=-\left\{\frac{\partial}{\partial x}(\rho v)+\frac{\partial}{\partial y}(\rho v)+\frac{\partial}{\partial z}(\rho w)\right\}, \\
& \delta \rho=-\left\{\frac{\partial}{\partial x}(\rho \delta x)+\frac{\partial}{\partial y}(\rho \delta y)+\frac{\partial}{\partial z}(\rho \delta z)\right\},
\end{aligned}
$$

and simplifying, we obtain

$$
\delta(\rho v+\dot{f})=\frac{d}{d t}(\rho \delta x+\delta f)+\frac{\partial}{\partial y}(\rho V \delta x-\rho v \delta y)-\frac{\partial}{\partial z}(\rho v \delta z-\rho W \delta x),
$$

whence

$$
\begin{aligned}
\delta T= & \frac{1}{C} \iiint F \frac{d}{d t}(\rho \delta x+\delta f) d x d y d z+\text { terms in } G, H \\
& +\frac{1}{C} \iiint F\left\{\frac{\partial}{\partial y}(\rho v \delta x-\rho U \delta y)-\frac{\partial}{\partial z}(\rho U \delta z-\rho W \delta x)\right\} d x d y d z+\ldots
\end{aligned}
$$

Transforming by Green's Theorem, the second line in $\delta I '$ becomes

$$
\begin{aligned}
& \frac{1}{\bar{C}} \iiint\left\{\left(\frac{\partial H}{\partial y}-\frac{\partial G}{\partial \bar{z}}\right)(\rho w \delta y-\rho v \delta z)+\ldots\right\} d x d y d z \\
= & \frac{1}{\tilde{C}} \iiint\{\rho \delta x(c v-b w)+\rho \delta y(a w-c v)+\rho \delta z(b v-a v)\} d x d y d z:
\end{aligned}
$$

On integrating with respect to the time, and transforming the first term on integration by parts, we have

$$
\int_{0}^{T} \delta T d t=\int_{0}^{\tau} d t\left[-\frac{1}{C} \iiint \frac{d F}{d t}(\rho \delta x+\delta f)+\rho \delta x(c v-b w)+\ldots\right] d x d y d z .
$$

We have from variation of equation (664),

$$
\delta W=\iiint(X \delta f+Y \delta g+Z \delta h) d x d y d z
$$

Hence, freed from the integration with respect to the time, equation (667) becomes

$$
\begin{align*}
& \frac{1}{\bar{C}} \iiint\left[-\frac{d F}{d t}(\rho \delta x+\delta f)+\rho \delta x(c v-b w)+\ldots\right] d x d y d z \\
& -\iiint(X \delta f+Y \delta g+Z \delta h) d x d y d z \\
& -\iiint \rho(\Xi \delta x+\mathrm{H} \delta y+\mathrm{Z} \delta z) d x d y d z=0 \ldots \ldots \ldots \ldots \ldots . \tag{668}
\end{align*}
$$

We may not equate coefficients of the differentials, for $\delta f, \delta g$, $\delta h$ are not independent, being connected by

$$
\frac{\partial \delta f}{\partial x}+\frac{\partial \delta g}{\partial y}+\frac{\partial \delta h}{\partial z}=\delta \rho=-\frac{\partial}{\partial x}(\rho \delta x)-\frac{\partial}{\partial y}(\rho \delta y)-\frac{\partial}{\partial z}(\rho \delta z) .
$$

We multiply this by an undetermined multiplier $\Psi$, a function of $x, y, z$, and integrate through all space. We obtain

$$
\iiint \Psi\left(\frac{\partial \delta f}{\partial x}+\frac{\partial \delta g}{\partial y}+\frac{\partial \delta h}{\partial z}+\frac{\partial}{\partial x}(\rho \delta x)+\frac{\partial}{\partial y}(\rho \delta y)+\frac{\partial}{\partial z}(\rho \delta z)\right) d x d y d z=0,
$$

or, after integration by parts,

$$
-\iiint\left(\frac{\partial \Psi}{\partial x} \delta f+\frac{\partial \Psi}{\partial y} \delta g+\frac{\partial \Psi}{\partial z} \delta h+\rho \delta x \frac{\partial \Psi}{\partial x}+\rho \delta y \frac{\partial \Psi}{\partial y}+\rho \delta z \frac{\partial \Psi}{\partial z}\right) d x d y d z=0 .
$$

Adding this integral to the left hand of equation (668), we may equate coefficients, and obtain

$$
\begin{align*}
X & =-\frac{1}{C} \frac{d F}{d t}-\frac{\partial \Psi}{\partial x}, \text { etc. } \ldots \ldots \ldots .  \tag{669}\\
\Xi & =-\frac{1}{C} \frac{d F}{d \bar{t}}-\frac{\partial \Psi}{\partial x}+\frac{1}{C}(c v-b w) \\
& =X+\frac{1}{C}(c v-b w), \text { etc........... } \tag{670}
\end{align*}
$$

The first equation is simply equation (639), of which we have now obtained a proof direct from the principlt of least action (cf. §575); the second gives us the mechanical forces acting on moving charges. It will be seen that the forces given by formula (670) are identical with those obtained in $\S 629$, but they have now been obtained without any limitation as to the smallness or steadiness of the velocities.

## Stresses in the Medium.

654. We can next evaluate the stresses in the medium, following the method of § 193 and assuming the medium to be free ether.

Let X be the total $x$-component of force acting on any finite region of the medium, so that

$$
\mathrm{X}=\iiint \Xi \rho d x d y d z=\iiint \rho X d x d y d z+\frac{1}{\bar{C}} \iiint(\gamma \rho v-\beta \rho w) d x d y d z .
$$

On substituting for $\rho V, \rho W$ from equations (635), the last term becomes

$$
\begin{aligned}
& -\frac{1}{4 \pi C} \iiint\left(\gamma \frac{d Y}{d t}-\beta \frac{d Z}{d t}\right) d x d y d z \\
& \quad+\frac{1}{4 \pi} \iiint\left\{\gamma\left(\frac{\partial \alpha}{\partial z}-\frac{\partial \gamma}{\partial x}\right)-\beta\left(\frac{\partial \beta}{\partial x}-\frac{\partial \alpha}{\partial y}\right)\right\} d x d y d z \\
& =\frac{1}{4 \pi C} \frac{d}{d t} \iiint(\beta Z-\gamma Y) d x d y d z-\frac{1}{4 \pi C} \iiint\left(Z \frac{\partial \beta}{\partial t}-Y Y \frac{\partial \gamma}{\partial t}\right) d x d y d z+\ldots
\end{aligned}
$$

On substituting for $\rho$ from equation (615), and for $d \beta / d t, d \gamma / d t$ from equations (636), and collecting terms, this becomes

$$
\begin{align*}
& \mathrm{X}=\frac{1}{4 \pi} \iiint\left[\left(\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}\right) X-Y\left(\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}\right)+Z\left(\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}\right)\right] d x d y d z \\
& +\frac{1}{4 \pi} \iiint[ \\
& \left.-\beta\left(\frac{\partial \beta}{\partial x}-\frac{\partial \alpha}{\partial y}\right)+\gamma\left(\frac{\partial \alpha}{\partial z}-\frac{\partial \gamma}{\partial x}\right)\right] d x d y d z \\
& -\frac{1}{C^{2}} \frac{d}{d t} \iiint \Pi_{\boldsymbol{z}} d x d y d z \tag{671}
\end{align*}
$$

in which $\Pi_{a}$ as in $\S 576$ denotes the $x$-component of the Poynting Flux.
On transforming the volume integrals in the first two lines into surface integrals, this becomes

$$
\begin{align*}
\mathrm{X}= & -\frac{1}{4 \pi} \iint\left\{\frac{1}{2} l\left(X^{2}-Y^{2}-Z^{2}\right)+m X Y+n X Z\right\} d S \\
& -\frac{1}{4 \pi} \iint\left\{\frac{1}{2} l\left(\alpha^{2}-\beta^{2}-\gamma^{2}\right)+m a \beta+n \alpha \gamma\right\} d S \\
& -\frac{1}{l^{12}} \frac{d}{d t} \iiint \Pi_{\infty} d x d y d z \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{672}
\end{align*}
$$

Since the last volume integral cannot be transformed into a surface integral, it is clear that the mechanical action is not such as can be transmitted by a system of stresses in a medium at rest.
655. On the other hand it is clear that if we suppose the medium to possess momentum of components

$$
\begin{equation*}
\frac{\Pi_{x}}{C^{2}}, \frac{\Pi_{y}}{C^{2}}, \frac{\Pi_{z}}{C^{2}} \tag{673}
\end{equation*}
$$

per unit volume, then equation (672) would become exactly the equation of motion of this medium, if it is supposed to be acted on by a system of stresses defined by

$$
\left.\begin{array}{l}
P_{x x}=\frac{1}{8 \pi}\left(X^{2}-Y^{2}-Z^{2}+\alpha^{2}-\beta^{2}-\gamma^{2}\right) \text { etc. }  \tag{674}\\
P_{x y}=\frac{1}{4 \pi}(X Y+\alpha \beta) \text { etc. }
\end{array}\right\}
$$

Thus the mechanical action is such as can be transmitted by a medium in motion, the momentum per unit volume being given by formula (673). The vector whose components are given by formula (673) is commonly called the "electromagnetic momentum." We see that it is of a mount equal to $1 / C^{2}$ times the Poynting Flux, and in the same direction.

For an electrostatic or magnetostatic field existing alone, the electromagnetic momentum vanishes, and the stresses reduce to those previously found in $\S \$ 193$ and 471.

## Motion with Uniform Velocity.

656. Let us again return to the general equations, and examine the special form they assume for a system moving with uniform velocity. This may for convenience be supposed to be a velocity $v$ parallel to the axis of $x$.

As in $\S 624$ we may replace $\frac{d}{d t}$ by $-v \frac{d}{d x}$ and the general equation (648) becomes

$$
\left(1-\frac{v^{2}}{a^{2}}\right) \frac{\partial^{2} \chi}{\partial x^{2}}+\frac{\partial^{2} \chi}{\partial y^{2}}+\frac{\partial^{2} \chi}{\partial z^{2}}=-4 \pi \sigma .
$$

Let us now write $\kappa$ for $\left(1-\frac{v^{2}}{a^{2}}\right)^{-\frac{1}{2}}$, and the equation becomes

$$
\frac{1}{\kappa^{2}} \frac{\partial^{2} \chi}{\partial x^{2}}+\frac{\partial^{2} \chi}{\partial y^{2}}+\frac{\partial^{2} \chi}{\partial z^{2}}=-4 \pi \sigma,
$$

or, if we write $x^{\prime}$ for $\kappa x$,

$$
\begin{equation*}
\frac{\partial^{2} \chi}{\partial x^{\prime 2}}+\frac{\partial^{2} \chi}{\partial y^{2}}+\frac{\partial^{2} \chi}{\partial z^{2}}=-4 \pi \sigma \tag{675}
\end{equation*}
$$

We may conveniently speak of $x^{\prime}, y, z$ as the "contracted" coordinates corresponding to the original coordinates $x, y, z$, since if two surfaces have the same equation, one in $x^{\prime}, y, z$ and the other in $x, y, z$ coordinates, the former will be identical with the latter contracted in the ratio $1 / \kappa$ parallel to the axis of $x$.

Equation (675) is Poisson's equation in contracted coordinates. Its solution is

$$
\chi=\iiint \frac{\sigma d x^{\prime} d y d z}{r^{\prime}}=\kappa \iiint \frac{\sigma d x d y d z}{r^{\prime}}=\kappa \Sigma \frac{\tau}{r^{\prime}},
$$

where $r^{\prime}$ denotes distance measured in the contracted space.

Hence (cf. equations (644), (645)) the values of $\Psi$ and $F, G, H$ are given by

$$
\left.\begin{array}{l}
\Psi=\frac{\kappa}{\bar{K}} \Sigma \frac{e}{r^{\prime}}  \tag{676}\\
F=\frac{\kappa \mu U}{C} \Sigma \frac{e}{r^{\prime}}, \quad G=H=0
\end{array}\right\}
$$

so that the potentials are the same in contracted coordinates as they would be in ordinary coordinates if the system were at rest, multiplied by the factor $\kappa$.

## Motion of a uniformly electrified sphere.

657. To illustrate the method just explained, we shall examine the field produced by a uniformly.electrified sphere of radius $a$, moving with velocity $l$.

The surface in the contracted space is a sphere of radius $a$, so that that in the uncontracted space is a prolate spheroid of semi-axes $\kappa a, a, a$, and therefore of eccentricity $U / C$. To find the distribution of electricity, we imagine the charge on the sphere to be uniformly spread between the spheres $r=a$ and $r=a+\epsilon$, where $\epsilon$ is infinitesimal. The charge on the spheroid is now seen to be uniformly spread between the spheroid itself and another similar spheroid of semi-axes $\kappa(a+\epsilon), a+\epsilon, a+\epsilon$. Thus the distribution of electricity in the spheroid in the uncontracted space is just what it would be if the spheroid were a freely charged conductor, and is given by the analysis of § $283,284$.
658. The field has been discussed in detail by Searle* and Abraham $\dagger$. The electric and magnetic energies $W$ and $T$ are found to be given by

$$
\begin{aligned}
W & =\frac{e^{2}}{8 a}\left\{\frac{3 C^{2}-L^{2}}{C U} \log \frac{C+U}{C-U}-2\right\}, \\
T & =\frac{e^{2}}{8 a}\left\{\frac{C^{2}+U^{2}}{C U} \cdot \log \frac{C+U}{C-U^{2}}-2\right\}, \\
T+W & =\frac{e^{2}}{2 a}\left\{\frac{C}{U} \log \frac{C+U}{C-U}-1\right\},
\end{aligned}
$$

while the total electromagnetic momentum $G$ in the whole of space is given by

$$
G=\frac{e^{2}}{4 a}\left\{\frac{C^{2}+U^{2}}{-U^{2}} \log \frac{C+U}{C}-\frac{2}{U}\right\},
$$

this direction of $G$ being of course that of $v$.

## Motion of any system in equilibrium.

659. When a material system moves with any velocity $U$, the electric field produced by its charges is different from the field when at rest. The difference between these fields must shew itself in a system of forces which must act on the moving system and in some way modify its configuration.
[^30]Let us consider first a simple system which we shall call $S$ in which all the forces are electrostatic, and all the charges are supposed concentrated in points (e.g. electrons). Let us suppose that when the system is at rest there is equilibrium when a charge $e_{1}$ is at $x=x_{1}, y=y_{1}, z=z_{1} ; e_{2}$ at $x=x_{2}, y=y_{2}$, $z=z_{3}$, and so on.

Let us compare this with a second system $S^{\prime}$ consisting of the same electrons but moving with a uniform velocity $U$, and having the charges $e_{1}$ at $x^{\prime}=x_{1}, y=y_{1}, z=z_{1} ; e_{2}$ at $x^{\prime}=x_{2}, y=y_{2}, z=z_{2}$, etc., so that each electron has the position in the contracted space which corresponds to its original position in the original space. Then if $V$ denotes the electrostatic potential in the original system, the potentials in the moving system are (cf. equations (676))

$$
\Psi=\kappa V, \quad F=\frac{K \mu U}{C} \Psi, \quad G=0, \quad H=0,
$$

and the forces in the moving system are

$$
\begin{aligned}
X & =-\frac{\partial \Psi}{\partial x}-\frac{1}{C} \frac{d F}{d \bar{t}} \\
& =-\frac{\partial \Psi}{\partial x}+\frac{\sigma}{C} \frac{\partial F}{\partial x} \\
& =-\frac{\partial \Psi}{\partial x}\left(1-\frac{K \mu U^{2}}{C^{2}}\right)=-\frac{1}{\kappa} \frac{\partial V}{\partial x}, \\
Y & =-\frac{\partial \Psi}{\partial y}=-\kappa \frac{\partial V}{\partial y}, \text { etc. }
\end{aligned}
$$

We notice that the electrostatic forces in $S^{\prime \prime}$ are $1 / \kappa$ times those in $S$ as regards their $x$-components, but $\kappa$ times those in $S$ as regards their $y$-components. As a special case we notice that if the system $S$ was in electrical equilibrium, then $S^{\prime}$ will also be in electrical equilibrium, so that a system which is in equilibrium when at rest can regain equilibrium after being set in motion with velocity $U$ by contracting in a ratio $1 / \kappa$.

## Electromagnetic Mass.

660. Consider a charged body, which will ultimately be identified with an electron, moving with a uniform velocity $U$ parallel to the axis of $x$. Let us first consider the simple case in which $U$ is so small that $U^{2} / C^{2}$ may be neglected.

The moving charge creates a magnetic field. If the charged body is supposed to be a sphere of radius $a$, whose surface is uniformly electrified to a total charge $e$, then there is no field inside the sphere, and the components of magnetic force outside the sphere are given by

$$
\alpha=0, \quad \beta=-\frac{U}{C} \frac{e z}{\eta^{s}}, \quad \gamma=\frac{U}{C} \frac{e y}{r^{3}} .
$$

If we assume localisation of energy in the medium, then at a distance $r$ greater than $a$ from the centre of the sphere there will be magnetic energy per unit volume of amount

$$
\frac{1}{8 \pi}\left(\alpha^{2}+\beta^{2}+\gamma^{2}\right)=\frac{e^{2} v^{2}}{8 \pi C^{2}} \frac{\sin ^{2} \theta}{r^{4}},
$$

where $\theta$ denotes the angle between the radius $r$ and the axis of $x$. On integration, the total energy of this magnetic field is found to be

$$
\begin{equation*}
\frac{e^{2} U^{2}}{8 \pi C^{2}} \iiint \frac{\sin ^{2} \theta}{r^{4}} r^{2} \sin \theta d \theta d \phi d r=\frac{e^{2}}{3 a C^{2}} U^{2} \tag{677}
\end{equation*}
$$

This result is of course only true provided we suppose the energy to reside in the medium as imagined by Maxwell. In this case the energy, being magnetic, must be supposed to be kinetic energy.

Thus if the charged body is supposed to be of mass $m_{0}$, the total kinetic energy of its forward movement will be

$$
\begin{equation*}
\frac{1}{2}\left(n_{0}+\frac{2}{3} \frac{e^{2}}{a C^{2}}\right) v^{2} . \tag{678}
\end{equation*}
$$

in which the first term arises from the ordinary mass of the body and the second from the kinetic energy of the medium.

An analogy from hydrodynamics will illustrate the result at which we have arrived. Suppose we have a balloon of mass $m$ moving in air with a velocity $v$ and displacing a mass $m^{\prime}$ of air. If the velocity $v$ is small compared with the velocity of propagation of waves in air, the motion of the balloon will set up currents in the air surrounding it, such that the velocity of these currents will be proportional to $v$ at every point. The whole kinetic energy of the motion will accordingly be

$$
\frac{1}{2}(n+M) v^{2},
$$

the term $\frac{1}{2} m v^{2}$ being contributed by the motion of the matter of the balloon itself, and the term $\frac{1}{2} M v^{2}$ by the air currents outside the balloon. The value of $M$ is comparable with $m^{\prime}$, the mass of air displaced-for instance if the balloon is spherical, and if the motion of the air is irrotational, the value of $M$ is known to be $\frac{1}{2} m n^{\prime}$ (cf. Lamb, Hydrodynumics, § 91).
661. Strictly speaking, formula (678) is true only when $U$ remains steady through the motion. Any change in the value of $U$ will be accompanied by magnetic disturbances in the ether which spread out with velocity $C$ from the sphere. An examination of integral (677) will, however, shew that the energy is concentrated round the sphere-the energy outside a sphere of radius $R$ is only a fraction $a / R$ of the whole, and if $R$ is taken to be a large multiple of $a$ this may be disregarded. The time required for the energy to readjust itself after a change of velocity is now comparable with $R / C$.

Thus if we exclude sudden changes in $U$, and limit our attention to gradual changes extending over periods great compared with $R / C$, we may take expression (678) to represent the kinetic energy, both for steady and variable motion.

The problem gains all its importance from its application to the electron. For this $a$ is of the order of $2 \times 10^{-13} \mathrm{cms}$. (see below, § 666 ), so that all except one per cent. of the
magnetic energy is contained within a sphere of radius $R=2 \times 10^{-11} \mathrm{cms}$. Since $C=3 \times 10^{10}$, the time of readjustment of this energy is $66 \times 10^{-21}$ seconds, an interval small enough to be disregarded in almost all physical problems.
662. We shall now consider the same problem in a different manner, and shall remove the restriction that $v / C$ is to be a small quantity. The electron will still be supposed to move with a uniform velocity $v, v, w$ which may be of any amount. The field arising from its motion may be calculated as explained in §647. So long as the electron has no acceleration, the forces $X, Y, Z, \alpha, \beta, \gamma$ fall off' at infinity as $1 / r^{2}$, so that the stresses defined by equations ( 674 ) fall off as $1 / r$.

If we now apply equation (672) to the field of the single electron, allowing the closed surface. $S$ to recede to infinity, the equation becomes

$$
\begin{equation*}
\mathrm{X}=-\frac{1}{C^{2}} \frac{d}{d t} \iiint \Pi_{x} d a d y d z \tag{679}
\end{equation*}
$$

where the integral is taken through the whole of space. Here $X$ will now represent the $x$-component of the ponderonotive force on the electron from the field set up by its own motion through the ether.

When the electron moves with uniform velocity, the integral on the right retains a constant value. In this case $\mathbf{X}=\mathbf{Y}=\mathbf{Z}=0$; there is no resultant force acting on the electron from the ether.

Now suppose that the electron has not only a velocity $U, v, w$ but also an acceleration $\dot{v}, \dot{v}, \dot{w}$. The forces $X, Y, Z, \alpha, \beta, \gamma$ now contain terms in $1 / r$, but these depend only on the accelerations. When the surface $S$ recedes to infinity in equation (672), the surface integrals will no longer vanish, but will contain terms dependent on the squares and products of the accelerations. If we suppose the accelerations to be so small that their squares and products may be neglected, then equation (679) remains true even for an accelerated electron.

We have seen that $\Pi_{x}$ will depend on the values of $v, v, w, \dot{u}$, etc., both at the instant $t$ under consideration and also at preceding instants. Thus we may in general suppose that

$$
\frac{1}{\mathbb{C}^{2}} \iiint \Pi_{x} d x d y d z=f_{x}(U, v, \amalg, \dot{U}, \ldots \ddot{U}, \ldots \text { etc. }) .
$$

Each side of this equation represents the $x$-component of electromagnetic momentum, and equation (679) assumes the form

$$
\mathrm{X}=-\frac{d f_{x}}{d \dot{t}}=-\left[\dot{U} \dot{\partial} \frac{\partial f_{x}}{\partial} \dot{v}+\dot{v} \frac{\partial f_{x}}{\partial v}+\dot{w} \frac{\partial f_{x}}{\partial w}+\ddot{i} \frac{\partial f_{x}}{\partial \dot{v}}+\ldots\right] \ldots \ldots(680) .
$$

It is clear that the force $X$ will depend on all the accelerations and their differential coefficients with respect to the time.

Consider first the case in which all the accelerations are steady and so small that their squares may be neglected. Then $\ddot{U}, \ddot{v}$ etc. all vanish and equation (680) reduces to

$$
\mathrm{X}=-\left[\dot{U} \frac{\partial f_{x}}{\partial v}+\dot{v} \frac{\partial f_{x}}{\partial v}+\dot{w} \frac{\partial f_{x}}{\partial w}\right]
$$

In general $\partial f_{x} / \partial v$ etc. may depend on $\dot{v}, \dot{v}, \dot{w}$, but if we agree that squares of $\dot{U}, \dot{v}, \dot{W}$ may be neglected in calculating $X$, then we may calculate $\partial f_{x} / \partial U$ etc. on the supposition that $\dot{u}, \dot{v}, \dot{\dot{v}}$ all vanish. In other words $f_{x}$ etc. may be calculated as if the motion were steady.

When the motion is steady the whole electromagnetic momentum $G$ is clearly in the direction of the motion and its amount will depend only on $c$, where $c^{2}=U^{2}+V^{2}+w^{2}$. Thus we may put

$$
f_{x}=\frac{U}{C} G,
$$

where $G$ is the whole electromagnetic momentum in the whole of space, a function of $c$ only. On differentiation, we obtain

$$
\frac{\partial f_{x}}{\partial \bar{c}}=\frac{G}{c}+\frac{U^{2}}{c} \frac{\partial}{\partial c}\left(\frac{G}{c}\right) ; \quad \frac{\partial f_{x}}{\partial V}=\frac{v V}{c} \frac{\partial}{\partial \bar{c}}\left(\frac{G}{c}\right), \text { etc. }
$$

Now suppose the whole motion to be in the direction of $O x$, so that $C=U$, $v=W=0$. The threc equations such as (680) now assume the forms

$$
X=-\dot{v} \frac{\partial G}{\partial G}, \quad Y=-\dot{v} \frac{G}{C}, \quad Z=-\dot{\dot{V}^{\prime}} \frac{G}{\dot{U}} .
$$

When $\dot{U}$ exists alone, $\dot{v}=\dot{w}=0$, so that $Y=Z=0$. Thus the electromagnetic field exerts a force on the electron in the direction opposite to $\boldsymbol{t}$. This force is the same as would be exerted if the electron possessed an additional mass equal to $d G / d c$. This is called the longitudinal electromagnetic mass of the electron. An electron of mass $m_{0}$ will respond to a force in the direction of its motion in the same way as an electron, unencumbered by an electromagnetic field, of mass

$$
m_{0}+\frac{d G}{d \bar{C}}
$$

Similarly if $\dot{v}$ exists, along the opposing force of the electromagnetic field is $-\dot{v}(G / c)$. By a similar interpretation, $G / G$ is called the transverse electromagnetic mass. The electron will respond to a force transverse to its motion in the same way as an electron, unencumbered by a magnetic field, of mass

$$
m_{0}+\frac{G}{C}
$$

663. Abraham suggested in 1904 that the electron might be treated as a rigid sphere of radius $a$, uniformly electrified over its surface. If so, the longitudinal and transverse masses $m_{l}$ and $m_{t}$ would be given, from the formulae of $\S 658$, by

$$
\begin{aligned}
& m_{l}=\frac{e^{2}}{2 a} \frac{C}{C^{2}}\left(\frac{2 U C}{C^{2}-U^{2}}-\log \frac{C+U}{C-U}\right) \\
& m_{t}=\frac{e^{2}}{4 a} \frac{C}{U^{2}}\left(\frac{C^{2}+U^{2}}{C^{2}} \log \frac{C+U}{C-U}-2 \frac{U}{C}\right)
\end{aligned}
$$

664. Lorentz brought forward an alternative conception of the electron according to which it is spherical in shape only when at rest. The electricity is not supposed to be rigidly fixed in a spherical configuration, so that when the electron is set in motion with a velocity $V$, it contracts, in accordance with the theorem of $\S 659$, in the ratio $1: \kappa$ in its direction of motion and so assumes the form of an oblate spheroid. Against this conception of the electron Abraham has brought the objection that the original electron cannot be simply a distribution of electric charges acted on by their own mutual repulsions; there must be other forces at work to keep the charges from flying apart. When these other forces are taken into account, there is no reason for supposing that the contracted electron would be in equilibrium, or if it were in equilibrium, that the equilibrium would be stable. We shall return to this point later.

The electromagnetic field of Lorentz's electron is readily calculated by the method of $\S 656$, for the configuration, when expressed in terms of contracted coordinates, is spherically symmetrical.

If $W$ is the electrostatic energy of the system of charges which constitute the electron when at rest, it is readily found that the electromagnetic momentum $G$ of the contracted electron moving with velocity $U$ is

$$
G=\frac{4}{3} \frac{\kappa U}{C^{2}} W
$$

so that the longitudinal and transverse masses are

$$
\left.\begin{array}{rl}
m_{l} & =\frac{4}{3} \frac{W}{C^{2}} \kappa^{3} \\
m_{t} & =\frac{4}{3} \frac{W}{C^{2}} \kappa
\end{array}\right\} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots .(684)
$$

665. The formulae for the transverse mass can be tested experimentally. It was shewn in $\S 631$ that an electron in a uniform magnetic field $H$ would describe a path of constant curvature $m U C / e H$, where $U$ is the velocity perpendicular to the magnetic lines of force. When electromagnetic mass is taken into account, $m$ in this formula must be replaced by $m_{0}+m_{t}$, where $m_{0}$ is the mass of the electron apart from its electromagnetic mass. Experi-
ments to determine the variation of $n_{o}+m_{t}$ with the velocity were first undertaken by Kaufmann in 1906. More recent experiments by Bucherer, Bestelmeyer and others shew that $m_{o}+n_{t}$ varies precisely as $\left(1-U^{2} / C^{2}\right)^{-\frac{1}{2}}$ or $\kappa$. This is in exact agreement with the transverse mass of the Lorentz contractile electron if $m_{o}$ is taken to be zero-i.e. if the mass of the electron is supposed to be wholly electromagnetic.
666. All experiments agree in giving a value for $e / m$ at zero velocity very nearly equal to $1.757 \times 10^{7}$ in Electromagnetic Units. Combining this with the value for $e$, namely $4.803 \times 10^{-10}$ in Electrostatic Units, we find for the mass of the electron at rest

$$
m=9 \cdot 12 \times 10^{-2} \text { grammes. }
$$

The mass of the electron at rest is, from formulae (684),

$$
m=\frac{4}{3} \frac{W}{C^{12}} .
$$

If the charge $e$ of the electron is supposed spread uniformly over the surface of a sphere of radius $a$, the value of $W$, the electrostatic energy, is $e^{2} / 2 a$, so that

$$
\begin{equation*}
m=\frac{2}{3} \frac{e^{2}}{a C^{V^{2}}} \tag{685}
\end{equation*}
$$

in agreement with formula (678). In this equation we know the values of $m, \varepsilon$ and $C$, so can deduce

$$
a=1.80 \times 10^{-18} \mathrm{cms} .
$$

This must be the radius of the electron if its charge is spread uniformly over the surface of a sphere. If the charge is spread uniformly through the volume of a sphere, $W=3 e^{2} / 5 a$, giving

$$
m=\frac{4}{5} \frac{a^{2}}{a C^{2}} ; \quad a=2.16 \times 10^{-15} \mathrm{cms} .
$$

Other distributions of charge would give other values for $a$ but always of the same order. We conclude that the value of $a$ is of the order of $2 \times 10^{-13} \mathrm{cms}$.

## The Internal Mechanics of the Electron.

667. Let us regard the electron as a contractile sphere of radius $a$ whose surface is uniformly charged with electricity. Then $m$ is given by formula (685), and the electromagnetic energy of the electron, when moving with a velocity $c$, is found to be

$$
T=m C^{2}\left(\kappa-\frac{1}{4 \kappa}\right)+a \text { constant }
$$

 mass is $m \kappa^{3}$, the work done by the force producing the acceleration is

$$
m \kappa^{3} \dot{U} d t
$$

which may be written as $\frac{d}{d t}\left(m C^{2} \kappa\right) d t$. The increment in the electromagnetic energy (686) is, however,

$$
\frac{d}{d t}\left(m C^{2} \kappa\right) d t-\frac{1}{4} \frac{d}{d t}\binom{m C^{2}}{\kappa} d t
$$

and this is not equal to the work done on the electron.
To satisfy the conservation of energy it appears that in addition to its electromagnetic energy $T$ the electron must have energy $U$ of some type unknown but of amount

$$
\begin{equation*}
U=\frac{1}{4} \frac{m C^{2}}{\kappa}+\mathrm{a} \text { constant. } \tag{687}
\end{equation*}
$$

Then $T+U=m \kappa+$ a constant, and the work done by external forces is equal to the increment of $T+U$.

668 If a charge $e$ is spread over a conducting sphere of radius $a$, the force per unit area on its conducting surface is

$$
R=2 \pi \sigma^{2}=\frac{e^{2}}{8 \pi a^{4}} .
$$

The electron is not a charged conductor, but the above formula makes it clear that the electron at rest could be held in equilibrium by the action of a normal tension $R$ of amount $e^{2} / 8 \pi a^{4}$ per unit area. Poincare* has shewn that the electron in its contracted state would still be in equilibrium if tensions of this amount continued to act while the electron was in motion. Now if $v$ is the volume of the electron at any instant, the work done on these tensions as the electron changes shape will be $R d v$. When the electron is moving with velocity $U$, its volume is $\frac{4}{3} \pi a^{3} / \kappa$, so that

$$
R v=\frac{e^{2}}{6 a \kappa}=\frac{1}{4} \underset{\kappa}{m C^{2}} .
$$

Thus if $U$ is taken to be $R v$ in formula (687), the conservation of energy will be exactly satisfied.

There is no evidence as to whether these tensions do or do not exist; the possibility of their existence suggests a mechanism by which the electron can be held in equilibrium at all velocities, while its motion conforms to the conservation of energy.

[^31]
## The Reaction on an Accelerated Electron.

669. The whole force acting on a moving electron is given by equation (680), in which we have so far neglected all terms beyond those in $\dot{\theta}, \dot{v}, \dot{w}$. Lorentz* has calculated the effect of the terms in $\ddot{u}, \ddot{v}, \ddot{W}$ etc., and finds that they give rise to a force acting on the electron of components $F_{x}, F_{y}, F_{z}$ given by

$$
\begin{equation*}
F_{x}=-\frac{2}{3} \frac{e^{2}}{C^{3}} \ddot{\theta}, \text { etc. } \tag{688}
\end{equation*}
$$

Lorentz also gives formulae from which the remaining terms in equation (680) can be calculated, but these terms are of little physical interest.

The force given by formula (688) may be regarded as a frictional resistance opposing the motion of the electron through the ether. The rate at which the electron does work to overcome this force is

$$
\nabla F_{x}+v F_{y}+w F_{z},
$$

so that the work done by the electron in an interval from $t=0$ to $t=\tau$ will be

$$
-\frac{2}{3} \frac{e^{2}}{C^{s}} \int_{0}^{\tau}(v \ddot{U}+v \ddot{v}+w \ddot{w}) d t
$$

On integrating by parts, this becomes

$$
-\frac{2}{3} \frac{e^{2}}{C^{3}}|v \dot{U}+v \dot{v}+w w|_{0}^{\tau}+\frac{2}{3} \frac{e^{2}}{\dot{C}^{3}} \int_{0}^{\tau}\left(\dot{c}^{2}+\dot{l}^{2}+w^{2}\right) d t .
$$

The last term represents the radiation emitted by the electron as calculated by Larmor's formula (662); the first term must represent changes in the energy stored in the ether.

# CHAPTER XX 

## THE THEORY OF RELATIVITY

## Motion through the Ether.

The Michelson-Morley E'xperiment.
670. When we have spoken of a system at rest we have so far meant, for all practical purposes, a system at rest in our laboratories. But if we have been right in conjecturing that all electromagnetic phenomena have their seat in the ether, then a system at rest would most naturally be taken to mean a system at rest in the ether. We have so far made no clear distinction between the conceptions of rest in the ether and rest relative to the walls of a laboratory.

The view was at one time held that a moving body drags the ether along with it. If this were a true view the distinction just referred to would not arise ; a body at rest relative to the walls of a laboratory would also be at rest in the ether. But in time it was found that this was not a true view; it could not be reconciled simultaneously with results of laboratory experiments such as Fizeau's water-tube experiment (cf. $\S 687$ below), and with the astronomical theory of the aberration of light* (cf. $\S 689$ below). Finally it became established that the ether, if one existed at all, could not share in the motion of moving bodies; it must be stagnant, and moving bodies must simply move through it without setting up mass-motions in it.

The earth's velocity in its orbit is about 30 kms. a second, so that the velocity of the earth relative to the supposed ether must at some season of the year be at least 30 kins. a second. If an ether exists, there must be a stream of ether flowing through every laboratory which must attain velocities at least as great as 30 kms . a second.

Starting in 1887, Michelson and Morley conducted experiments with a view to measuring the actual velocity of this supposed stream of ether relative to their laboratory, or, what is the same thing, the velocity of the earth through the ether. The principle of the experiment is easily explained. Let the laboratory be moving with velocity $u$ through the ether, then a ray of light travelling against the stream of ether will move with an actual velocity $C$ in the ether, and so will have an apparent velocity $C-u$ if measured relatively

[^32]to the moving laboratory. Similarly a ray of light made to travel in the reverse direction will have an apparent velocity $C+u$. If a ray travel over a path $l$ and is then reflected back to its starting-point, the time $t_{1}$ taken will be given by
\[

$$
\begin{equation*}
t_{1}=\frac{l}{C-u}+\frac{l}{C+u}=\frac{2 l}{C}\left(1-\frac{u^{2}}{C^{2}}\right)^{-1} . \tag{689}
\end{equation*}
$$

\]

Suppose next that a ray is made to travel a distance $L$ across the direction of motion and back to its starting-point, the system moving with velocity $u$ as before. Let the whole time be $t_{2}$, then the distance travelled by the system is $u t_{1}$. The actual path of the ray through the ether consists of two equal parts, one before reflection and one after; each part is the hypotenuse of a right-angled triangle of sides $L$ and $\frac{1}{2} u t_{\mathrm{g}}$, and the time of describing each part is $\frac{1}{2} t_{2}$. Hence
whence

$$
\begin{align*}
\frac{1}{2} t_{2} C & =\left(L^{2}+\frac{1}{4} u^{2} t_{2}^{2}\right)^{\frac{1}{2}} \\
t_{2} & =\frac{2 L}{C}\left(1-\frac{u^{2}}{C^{2}}\right)^{-\frac{1}{2}} \tag{690}
\end{align*}
$$

From formulae (689) and (690) it appears that the times taken by a ray of light to travel a distance $l$ and be reflected back, while the laboratory is in motion through the ether, will be different according as the path of the rays is along or across the direction of motion of the system. This time difference admits of measurement by optical means, and from such measurements it ought to be possible to determine $u$.

When the experiment was performed no time difference could be observed. The obvious explanation would be that, at the moment of performing the experiment, the laboratory was at rest in the ether, but this explanation was not found to be tenable, since no time difference could be discovered at any season of the year.

## The Fitzgerald-Lorentz Contraction Hypothesis.

671. Fitzgerald in 1893 and Lorentz in 1895 suggested independently that the reason why no time difference was observed might be because the arm $l$ of the apparatus which moved with velocity $u$ longitudinally through the ether was contracted in a ratio $\left(1-u^{2} / C^{2}\right)^{\frac{1}{2}}$ as a result of its motion. In such a case the arm $l$ would have shrunk from an initial length $l_{0}$ given by

$$
l_{0}=l\left(1-\frac{u^{2}}{C^{2}}\right)^{-\frac{1}{2}}
$$

measured in the system when at rest. Equation (689), expressed in terms of $l_{0}$, now becomes

$$
t_{1}=\frac{2 l_{0}}{C}\left(1-\frac{u^{2}}{C^{2}}\right)^{-\frac{1}{1}}
$$

and so agrees with formula (690).

Thus the Fitzgerald-Lorentz contraction hypothesis would account completely for the null result of the Michelson-Morley experiment. The hypothesis in itself is not unreasonable, for we have alreadyseen (§659) that an electrostatic system set in motion with a velocity $u$ would only regain its equilibrium after contracting longitudinally in exactly the ratio $\left(1-u^{2} / C^{2}\right)^{\frac{1}{2}}$ assumed by the hypothesis. It is true that the arms of sandstone and pine used by Michelson and Morley were not purely electrostatic systems. But neither is the electron (cf. § 664), and yet Lorentz's hypothesis that this contracts longitudinally in exactly the same ratio is found to lead to a value for the electromagnetic mass which is entirely confirmed by experiment ( $\$ 665$ ).
672. According to the contraction hypothesis, the Michelson-Morley experiment failed to detect the velocity of motion through the ether because this motion was exactly concealed by the shrinkage of the apparatus. If this were so, the velocity ought of course to become measurable if we could in any way measure the amount of this shrinkage.

It is at once obvious that the shrinkage could not be measured, or even detected, by any process of direct measurement, for any material measuringrod would shrink in exactly the same ratio as the apparatus to be measured. Indirect means might, however, be expected to reveal the amount of shrinkage.
673. Lord Rayleigh* pointed out that an isotropic medium ought to become anisotropic when shrunk, so that ordinary transparent matter ought to be doubly refracting for a ray of light crossing it in a direction oblique to its motion through the ether. But no trace of double refraction was found either by Lord Rayleigh or by Brace $\dagger$ who repeated the experiment with apparatus so sensitive that a fiftieth part of the expected effect would have been detected.

Following a similar train of thought, Trouton and Rankine $\ddagger+$ tried to detect changes in the resistance of a bar of metal as it was turned in various directions, but found no measurable change.

These experiments do not prove either that there is no motion through the ether, or that the Fitzgerald-Lorentz contraction does not occur. They prove that if there is motion through an ether, and if the contraction does occur, then the effect of this contraction is somehow veiled or compensated by some other effect. Thus Lorentz shewed§ that the null result of the experiments of Rayleigh and Brace would be exactly accounted for on his own theory of the constitution of the electron, on which the electrons would be contracted in just the same ratio as the transparent matter. And Trouton and Rankine shewed, in their original paper, that the null result of their experiment is an inevitable consequence of the electron theory of conduction through matter

[^33](cf. $\S 345 a$ ), provided the electron has the transverse and longitudinal masses assigned to it by Lorentz ( $\S 664$ ). Thus these experiments, undertaken originally in order to find velocity through the ether, resulted finally in providing confirmation of Lorentz's theory of the constitution of the electron.

In other experiments, the compensatory effect is still more easily discovered. A charged body moving through the ether ought to set up a magnetic field, so that every charged body in a laboratory ought to be surrounded by a magnetic field proportional to $u / C$. Every other charged body in the laboratory is moving across the lines of force of this magnetic field with velocity $u$ and so ought to be acted on by a mechanical force proportional to $u^{2} / C^{2}$. Trouton and Noble* suspended a parallel plate condenser by a torsion thread and looked for a couple, proportional to $u^{2} / C^{2}$, tending to turn the plates parallel to the direction of motion through the ether. No such couple was observed.

The null result of this experiment is readily explained as a consequence of the Fitzgerald-Lorentz contraction. A shrinkage of the distance between the plates decreases the energy of the condenser. There is therefore a mechanical couple tending to turn the system into its pusition of minimum potential energy-i.e. into a position in which the plates are at right angles to the direction of motion through the ether. It is readily verified that this couple exactly neutralises the couple of magnetic origin, which the original experiment tried to detect. Indeed, granted the Fitzgerald-Lorentz shrinkage, the theorem proved in § 659 shews at once that the system would be in equilibrium in all orientations.

## The Relativity-Condition.

674. These and similar experiments have one and all failed to detect motion through an ether. They have nut proved that there is no motion through an ether, but shew that if this motion exists, its effects are in every case veiled by some other effect, and, in every case, it has proved possible to discover this veiling effect as an effect predicted by general electromagnetic theory.

The question arises whether there must always and of necessity be a veiling effect in every experiment. In other words, are the electromagnetic equations of such a nature that it is inherently impossible to detect motion through an ether by electromagnetic means?

It is well known that the ordinary Newtonian equations of dynamics are of this nature. For the equations

$$
m \frac{d^{2} x}{d t^{2}}=F
$$

do not change their form when referred to axes moving with a uniform velocity $u$-i.e. when $x$ is replaced by $x-u t$. Thus all phenomena governed by these equations are the same on an earth moving with a uniform velocity $u$ as they would be on an earth at rest, so that it is necessarily futile to attempt to determine the earth's velocity in space by means of such phenomena.

Systems of equations or natural laws which are such as to make it impossible to determine absolute motion may be said to satisfy the "Relativitycondition." The characteristic of such equations will be that they do not change their form when referred to axes moving with a uniform velocity relative to the axes to which they were originally referred. We have seen that the Newtonian equations satisfy the relativity-condition, and the continual failure of experiment to determine the earth's velocity through the ether leads us to consider whether the electromagnetic laws may not also satisfy the relativity-condition.

If we simply change the electromagnetic laws by replacing $x$ by $x-u t$, it is at once seen that a change of form results. But the hypothesis of the Fitzgerald-Lorentz contraction has already given grounds for suspecting that the required change may not be so simple as this. For instance, it may be that on changing to moving axes, all lengths parallel to the $x$-axis ought to be contracted in the ratio $\left(1-u^{2} / C^{2}\right)^{\frac{1}{2}}$. In this case the transformation would be from $x$ to a new coordinate $x^{\prime}$ defined by $x^{\prime}=\kappa(x-u t)$, where $\kappa$ denotes $\left(1-u^{2} / C^{2}\right)^{-\frac{1}{2}}$. The analysis of $\S 659$ has already shewn that all electrostatic phenomena conform to the relativity-condition when this transformation is made.

This change really amounts to a change in the measurement of the unit of length, as regards lengths parallel to the axis of $x$, when we change the velocity of motion parallel to the axis of $x$. Following a method originated by Einstein* we proceed to examine whether similar changes in all the units can result in the electromagnetic laws conforming to the relativity-condition.
675. Consider first the condition that the simple phenomenon of the transmission of a light-signal shall satisfy the relativity-condition. Imagine an experimenter $S$ moving with an unknown but uniform velocity, and using coordinates $x, y, z, t$ to record the result of his observations. If the phenomenon of light-transmission satisfies the relativity-condition, a signal started from the origin at any instunt $t=0$ will after time $t$ have reached points lying on a sphere

$$
\begin{equation*}
x^{2}+y^{2}+z^{2}-C^{2} t^{2}=0 \tag{691}
\end{equation*}
$$

where $C$ is the velocity of light determined by the observer $\mathcal{S}$.
Let a second observer $S^{\prime}$ move with a different velocity, and let him use coordinates $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$ to record the rcsult of his observations. The sphere
whose equation is (691) for $S$ will have an equation expressed in terms of $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$ for $S^{\prime}$, and if the relativity-condition is satisfied, this equation must be

$$
\begin{equation*}
x^{\prime 2}+y^{\prime 2}+z^{\prime 2}-C^{\prime 2} t^{\prime 2}=0 \tag{69}
\end{equation*}
$$

where $C^{\prime}$ is the velocity of light determined by $S^{\prime}$.
If $S^{\prime \prime}$ changes his units of length or time he will change his value of $C^{\prime}$, which is the distance light appears to him to travel in unit time. We may without any loss of generality suppose $S^{\prime}$ to use units which make $C^{\prime}$ equal to $C$.

We may also suppose that light will appear, both to $S$ and to $S^{\prime \prime}$, to travel in straight lines with uniform velocity*. Thus for $S$ the equation connecting the position $x, y, z$ of a light-signal with the time $t$ must be linear in $x, y, z$ and $t$. The similar equation for $S^{\prime}$ will be linear in $x^{\prime}, y^{\prime}, z^{\prime}$ and $t^{\prime}$. Thus $x^{\prime}, y^{\prime}, z^{\prime}$ and $t^{\prime}$ will necessarily be linear functions of $x, y, z$ and $t$. And we have already supposed that the equations of transformation from $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$ to $x, y, z, t$ must be such that equation (691) transforms into equation (692), $C^{\prime}$ being equal to $C$.

Let us introduce new variables $\tau, \tau^{\prime}$ in place of $t, t^{\prime}$, these being given by $\tau=i C t, \tau^{\prime}=i C t^{\prime}$ where $i=\sqrt{ }(-1)$. Then equations (691) and (692) become

$$
\begin{array}{r}
x^{2}+y^{2}+z^{2}+\tau^{2}=0, \\
x^{\prime 2}+y^{\prime 2}+z^{\prime 2}+\tau^{\prime 2}=0 .
\end{array}
$$

The relativity-condition is satisfied if a linear transformation transforms the one equation into the other. Since the equations of transformation are linear this requires that

$$
\begin{equation*}
x^{2}+y^{2}+z^{3}+\tau^{2}=k\left(x^{\prime 2}+y^{\prime 2}+z^{\prime 2}+\tau^{\prime 2}\right) . \tag{693}
\end{equation*}
$$

where $k$ is a constant.
Imagine a four-dimensional space constructed in which $x, y, z, \tau$ are orthogonal rectilinear coordinates. On account of the linearity of the equations of transformation, $x^{\prime}, y^{\prime}, z^{\prime}, \tau^{\prime}$ may also be regarded as rectilinear coordinates in this same space, but these have not yet been required to be orthogonal. Now $x^{2}+y^{2}+z^{2}+\tau^{2}$ is the square of the distance of the point $x, y, z, \tau$ from the origin when expressed in $x, y, z, \tau$ coordinates, so that, by equation (693), $k\left(x^{\prime 2}+y^{\prime 2}+z^{\prime 2}+\tau^{\prime 2}\right)$ must be the square of the distance of $x^{\prime}, y^{\prime}, z^{\prime}, \tau^{\prime}$ from the origin. It follows at once that $x^{\prime}, y^{\prime}, z^{\prime}, \tau^{\prime}$ must be orthogonal coordinates; if

[^34]they were not orthogonal, cross products $x^{\prime} y^{\prime}, x^{\prime} \tau^{\prime}$ etc. would enter into the expression for the square of the distance from $x^{\prime}, y^{\prime}, z^{\prime}, r^{\prime}$ to the origin. Thus the axes of $x^{\prime}, y^{\prime}, z^{\prime}, \tau^{\prime}$ can be obtained from those of $x, y, z, \tau$ by a pure rotation in the four-dimensional space.

We have already fixed the ratio of $S$ "s units of length and time by making $C^{\prime}=C$. If we further change the absolute values of these units, we can alter the value of $k$, and we may agree to fix these absolute values so that $k=1$. The change from coordinates $x, y, z, \tau$ to $x^{\prime}, y^{\prime}, z^{\prime}, \tau^{\prime}$, or conversely, is now effected by a pure rigid body rotation of the axes.

We may notice in passing that if the relativity-condition is satisfied as regards the transmission of light-signals, no set of axes $x, y, z, \tau$ in the fourdimensional space is geometrically more fundamental than any other. A change of velocity of translation is merely effected by turning the axes about, and no observer can claim on purely geometrical grounds that his system of axes provides a standard set from which all other positions of the axes ought to be measured.
676. The simplest case of rotation of the axes occurs when every point moves parallel to one of the coordinate planes, say $x, \tau$. The formulae of transformation then assume the simple forms

$$
\left.\begin{array}{l}
x^{\prime}=x \cos \theta+\tau \sin \theta  \tag{694}\\
\tau^{\prime}=\tau \cos \theta-x \sin \theta \\
y^{\prime}=y ; z^{\prime}=z
\end{array}\right\}
$$

To determine what physical meaning is to be assigned to $\theta$, we notice that $x^{\prime}=0$ when

$$
\begin{equation*}
x=-\tau \tan \theta=-i C t \tan \theta \tag{695}
\end{equation*}
$$

Thus a point which the experimenter $S$ regards as moving along the axis of $x$ with a velocity $-i C \tan \theta$ will appear to $S^{\prime}$ to be at rest. In other words the axes of $S^{\prime}$ move relative to those of $S$ with a velocity $-i C \tan \theta$ along the axis of $x$. Let us put

$$
\begin{equation*}
u=-i C \tan \theta \tag{606}
\end{equation*}
$$

then the transformation (694) is that appropriate to the case in which the axes of $S^{\prime \prime}$ have a velocity ( $u, 0,0$ ) relative to those of $S$.

Put

$$
\kappa=\left(1-\frac{u^{2}}{C^{2}}\right)^{-\frac{1}{2}}
$$

then $\kappa=\cos \theta$, and the formulae of transformation (694) become

$$
\begin{equation*}
x^{\prime}=\kappa(x-u t), \quad y^{\prime}=y, \quad z^{\prime}=z, \quad t^{\prime}=\kappa\left(t-\frac{x u}{C^{\prime 2}}\right) . \tag{697}
\end{equation*}
$$

677. Following Einstein we have found that the transformation relations (697) express the necessary and sufficient condition that the propagation of light-signals shall conform to the relativity-condition. We have already
noticed ( $\S 674$ ) that the first relation $x^{\prime}=\kappa(x-u t)$ is simply an expression of the Fitzgerald-Lorentz contraction which is necessary if the Michelson-Morley experiment is to conform to the relativity-condition. We now have the further information that if all experiments of light transmission are to satisfy the relativity-condition, we must have the further relation

$$
t^{\prime}=\kappa\left(t-\frac{x u}{C^{2}}\right) .
$$

The transformation (697), although we have obtained it by a method due mainly to Einstein, is commonly known as Lorentz's transformation. For Lorentz had shewn*, before the appearance of Einstein's paper, that precisely the same transformation expresses the condition that the ordinary electrodynamical equations shall conform to the relativity-condition.
678. Before proving this, let us examine some of the purely kinematical properties of the Lorentz transformation expressed by equations (697).

Transforming to axes moving with a relative velocity $u$ is equivalent, as we have seen, to turning the axes through an angle $\theta$ in the $x, \tau$ plane, where $\theta$ is given by equatior. (696). Transforming to axes moving with a velocity $u^{\prime}$ relative to these new axes is equivalent to turning through a further angle $\theta^{\prime}$ given by

$$
u^{\prime}=-i C \tan \theta^{\prime} .
$$

But these last axes can be obtained from the original axes on turning through an angle $\theta+\theta^{\prime}$, and we have

$$
-i C \tan \left(\theta+\theta^{\prime}\right)=\frac{-i C\left(\tan \theta+\tan \theta^{\prime}\right)}{1}-\frac{\tan \theta}{\tan } \tan \theta^{\prime}-\frac{u+u^{\prime}}{1+\frac{u u^{\prime}}{C^{2}}} .
$$

Thus the velocity of the last set of moving axes relative to the first is not $u+u^{\prime}$; it is $\boldsymbol{v}$, given by

$$
\begin{equation*}
U=\frac{u+u^{\prime}}{1+\frac{u u^{\prime}}{\bar{C}^{2}}} \tag{698}
\end{equation*}
$$

and we notice that $v$ is necessarily less than $u+u^{\prime}$ when both $u$ and $u^{\prime}$ are positive. We should only have a right to expect that $U$ would be equal to $u+u^{\prime}$ if both $S$ and $S^{\prime}$ measured their lengths, times and velocities in similar ways, and this, under the Lorentz transformation, they do not do.

As a direct consequence of equation (698),

$$
C-U=\frac{(C-u)\left(C-u^{\prime}\right)}{C\left(1+\frac{u u^{\prime}}{C^{2}}\right)}
$$

so that if $u$ and $u^{\prime}$ are each less than $C$, then $U$ is necessarily less than $C$.

[^35]Thus no possible compounding of velocities less than $C$ can ever give a resultant velocity $U$ greater than $C$. As a special case if $u^{\prime}=C$ then $U=C$, regardless of the value of $u$; the resultant of the velocity of light and any other velocity is the velocity of light.

Similar analysis will give the result of superposing two velocities not in the same direction, but the required formulae can be obtained rather more directly from the formulae of transformation (697), as we shall now see.
679. Let a point move with velocity $U, V, W$ relative to the axes used by $S$, so that

$$
\begin{equation*}
x=x_{0}+v t, \quad y=y_{0}+v t, \quad z=z_{0}+w t \tag{699}
\end{equation*}
$$

and let the velocity of the same point relative to the axes used by $S^{\prime}$ be $v^{\prime}, v^{\prime}, w^{\prime}$, so that

$$
\begin{equation*}
x^{\prime}=x_{0}^{\prime}+v^{\prime} t^{\prime}, \quad y^{\prime}=y_{0}^{\prime}+v^{\prime} t^{\prime}, \quad z^{\prime}=z_{0}^{\prime}+w^{\prime} t^{\prime} \tag{700}
\end{equation*}
$$

In these last equations, let us substitute Lorentz's values for $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$, as given by equations (697). We obtain

$$
\begin{aligned}
\kappa(x-u t) & =x_{0}^{\prime}+U^{\prime} \kappa\left(t-\frac{x u}{C^{2}}\right), \\
y & =y_{0}^{\prime}+\nabla^{\prime} \kappa\left(t-\frac{x u}{\bar{C}^{\frac{1}{2}}}\right)
\end{aligned}
$$

and a similar equation for $z$. Differentiate these three equations with respect to $t$, putting $\frac{d x}{d t}=U$, etc., in accordance with equations (699), and we find

$$
\left.\begin{array}{rl}
U-u & =U^{\prime}\left(1-\frac{v u}{C^{2}}\right) \\
v & =v^{\prime} \kappa\left(1-\frac{\tau^{\prime} u}{C^{2}}\right)  \tag{701}\\
W & =W^{\prime} \kappa\left(1-\frac{U u}{C^{2}}\right)
\end{array}\right\}
$$

from which follows directly

$$
\left.\begin{array}{rl}
\boldsymbol{U} & =\frac{U^{\prime}+u}{1+\frac{V^{\prime} u}{C^{2}}} \\
& =\frac{v^{\prime}}{\kappa\left(1+\frac{V^{\prime} u}{C^{2}}\right)} \\
W & =\frac{W^{\prime}}{\kappa\left(1+\frac{V^{\prime} u}{C^{2}}\right)}
\end{array}\right\}
$$

In these equations $\sigma, V, w$ may be regarded as the resultant velocity obtained by compounding velocities $u, 0,0$ and $c^{\prime}, v^{\prime}, w^{\prime}$.

From equations (701) we obtain directly

$$
\left.\begin{array}{l}
\nabla^{\prime}=\frac{U-u}{1-\frac{U u}{C^{2}}}  \tag{703}\\
\nabla^{\prime}=\frac{\nabla}{\kappa\left(1-\frac{U u}{C^{2}}\right)} \\
W^{\prime}=\frac{W}{\kappa\left(1-\frac{U^{\prime n}}{C^{2}}\right)}
\end{array}\right\}
$$

These are also a necessary consequence of equations (702), for $v^{\prime}, v^{\prime}, w^{\prime}$ is the velocity obtained by compounding velocities $U, V, w$ and $-u, 0,0$.

## Electromagnetic Equations.

680. Following Lorentz* and Einstein $\dagger$, let us now pioceed to transform the general electrodynamical equations of Chap. XIX ( $\$ 8621,622$ ), namely

$$
\begin{array}{r}
\frac{4 \pi}{C}\left(\rho U+\frac{d f}{d t}\right)=\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z}, \text { etc. } \\
-\frac{1}{C} \frac{d a}{d t}=\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}, \text { etc. } \ldots . \\
\frac{\partial f}{\partial x}+\frac{\partial g}{\partial y}+\frac{\partial h}{\partial z}=\rho \ldots \ldots \ldots \\
\frac{\partial a}{\partial x}+\frac{\partial b}{\partial y}+\frac{\partial c}{\partial z}=0 \ldots \ldots \ldots \tag{707}
\end{array}
$$

to the new variables $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$ connected with $x, y, z, t$ by relations (697). If $\chi$ is any function whatever of $x, y, z, t$ we have

$$
\left.\begin{array}{c}
\frac{\partial \chi}{\partial x}=\frac{\partial \chi}{\partial x^{\prime}} \frac{\partial x^{\prime}}{\partial x}+\frac{\partial \chi}{\partial t^{\prime}} \frac{\partial t^{\prime}}{\partial x}=\kappa\left(\frac{\partial \chi}{\partial x^{\prime}}-\frac{u}{C^{2}} \frac{\partial \chi}{\partial t^{\prime}}\right) \\
\frac{\partial \chi}{\partial t}=\frac{\partial \chi}{\partial x^{\prime}} \frac{\partial x^{\prime}}{\partial t}+\frac{\partial \chi}{\partial t^{\prime}} \frac{\partial t^{\prime}}{\partial t}=\kappa\left(\frac{\partial \chi}{\partial t^{\prime}}-u \frac{\partial \chi}{\partial x^{\prime}}\right)  \tag{708}\\
\frac{\partial \chi}{\partial y}=\frac{\partial \chi}{\partial y^{\prime}} ; \frac{\partial \chi}{\partial z}=\frac{\partial \chi}{\partial z^{\prime}}
\end{array}\right\}
$$

The three equations (704) and equation (706) accordingly assume the form

$$
\begin{align*}
& \frac{4 \pi}{C}\left[\rho U+\kappa\left(\frac{d f}{d t^{\prime}}-u \frac{\partial f}{\partial x^{\prime}}\right)\right]=\frac{\partial \gamma}{\partial y^{\prime}}-\frac{\partial \beta}{\partial z^{\prime}} \ldots \ldots \ldots \ldots . .  \tag{709}\\
& \frac{4 \pi}{C}\left[\rho V+\kappa\left(\frac{d g}{d t^{\prime}}-u \frac{\partial g}{\partial x^{\prime}}\right)\right]=\frac{\partial \alpha}{\partial z^{\prime}}-\kappa\left(\frac{\partial \gamma}{\partial x^{\prime}}-\frac{u}{C^{\prime}} \frac{\partial \gamma}{\partial t^{\prime}}\right) \tag{710}
\end{align*}
$$

[^36]and
\[

$$
\begin{array}{r}
\frac{4 \pi}{C}\left[\rho W+\kappa\left(\frac{d h}{d t^{\prime}}-u \frac{\partial h}{\partial x^{\prime}}\right)\right]=\kappa\left(\frac{\partial \beta}{\partial x^{\prime}}-\frac{u}{C^{2}} \frac{\partial \beta}{\partial t^{\prime}}\right)-\frac{\partial \alpha}{\partial y^{\prime}} . \\
\kappa \frac{\partial f}{\partial x^{\prime}}+\frac{\partial g}{\partial y^{\prime}}+\frac{\partial h}{\partial z^{\prime}}-\frac{\kappa u}{C^{2}} \frac{d f}{d t^{\prime}}=\rho \ldots \ldots \ldots . . \tag{712}
\end{array}
$$
\]

If we introduce $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}$, defined by

$$
\left.\begin{array}{ll}
a^{\prime}=\alpha, & f^{\prime}=f  \tag{713}\\
\beta^{\prime}=\kappa\left(\beta+\frac{4 \pi u}{C} h\right), & g^{\prime}=\kappa\left(g-\frac{u}{4 \pi C} \gamma\right) \\
\gamma^{\prime}=\kappa\left(\gamma-\frac{4 \pi u}{C} g\right), & h^{\prime}=\kappa\left(h+\frac{u}{4 \pi C} \beta\right)
\end{array}\right\}
$$

then equations (710) and (711) may be written in the form

$$
\begin{align*}
& \frac{4 \pi}{C}\left(\rho v+\frac{d g^{\prime}}{d t^{\prime}}\right)=\frac{\partial a^{\prime}}{\partial z^{\prime}}-\frac{\partial y^{\prime}}{\partial x^{\prime}}  \tag{714}\\
& \frac{4 \pi}{C}\left(\rho w+\frac{d h^{\prime}}{d t^{\prime}}\right)=\frac{\partial \beta^{\prime}}{\partial x^{\prime}}-\frac{\partial \alpha^{\prime}}{\partial y^{\prime}} \tag{715}
\end{align*}
$$

681. We still require to transform $\rho v, \rho V, \rho W$ to the new coordinates. The density $\rho^{\prime}$ in the new coordinates must be such that

$$
\rho^{\prime} d x^{\prime} d y^{\prime} d z^{\prime}=\rho d x d y d z .
$$

Since the coordinates $x^{\prime}, y^{\prime}, z^{\prime}, \tau^{\prime}$ are derived from $x, y, z, \tau$ by a pure rotation in four-dimensional space, we have

Thus

$$
\frac{\partial\left(x^{\prime}, y^{\prime}, z^{\prime}, \tau^{\prime}\right)}{\partial(x, y, z, \tau)}=1, \text { or } d x^{\prime} d y^{\prime} d z^{\prime} d \tau^{\prime}=d x d y d z d \tau .
$$

$$
\begin{equation*}
\frac{d x d y d z}{d x^{\prime} d y^{\prime} d z^{\prime}}=\frac{d \tau^{\prime}}{d \tau}=\frac{d t^{\prime}}{d t}=\kappa\left(1-\frac{U u}{C^{2}}\right) \tag{716}
\end{equation*}
$$

so that

$$
\begin{equation*}
\rho^{\prime}=\rho \kappa\left(1-\frac{U u}{C^{2}}\right) . \tag{717}
\end{equation*}
$$

Combining this with equations (703), we find at once that $\rho(U-u)=\rho^{\prime} U^{\prime}$, $\rho V=\rho^{\prime} v^{\prime}$ and $\rho W=\rho^{\prime} w^{\prime}$. Thus equations (714) and (715) become

$$
\begin{align*}
& \frac{4 \pi}{c^{\prime}}\left(\rho^{\prime} v^{\prime}+\frac{d g^{\prime}}{d t}\right)=\frac{\partial a^{\prime}}{\partial z^{\prime}}-\frac{\partial \gamma^{\prime}}{\partial x^{\prime}}  \tag{718}\\
& \frac{4 \pi}{C}\left(\rho^{\prime} w^{\prime}+\frac{d h^{\prime}}{d t^{\prime}}\right)=\frac{\partial \beta^{\prime}}{\partial \bar{x}^{\prime}}-\frac{\partial \alpha^{\prime}}{\partial y^{\prime}} . \tag{719}
\end{align*}
$$

On multiplying throughout by $\kappa$ and using relations (713), equation (709) becomes

$$
\frac{4 \pi}{C}\left[\kappa \rho \sigma+\kappa^{2} \frac{d f}{d t^{\prime}}-u \kappa\left(\kappa \frac{\partial f}{\partial x^{\prime}}+\frac{\partial g}{\partial y^{\prime}}+\frac{\partial h}{\partial z^{\prime}}\right)\right]=\frac{\partial \gamma^{\prime}}{\partial y^{\prime}}-\frac{\partial \beta^{\prime}}{\partial z^{\prime}},
$$

which, by the use of equation (712), reduces further to

$$
\frac{4 \pi}{C}\left[\kappa \rho(U-u)+\frac{d f}{d t^{\prime}}\right]=\frac{\partial y^{\prime}}{\partial y^{\prime}}-\frac{\partial \beta^{\prime}}{\partial z^{\prime}} .
$$

Using the relation $\rho(\delta-u)=\rho^{\prime} U^{\prime}$ just obtained, and also the relation $f=f^{\prime}$, this becomes

$$
\begin{equation*}
\frac{4 \pi}{C}\left(\rho^{\prime} v^{\prime}+\frac{d f^{\prime}}{d t^{\prime}}\right)=\frac{\partial \gamma^{\prime}}{\partial y^{\prime}}-\frac{\partial \beta^{\prime}}{\partial z^{\prime}} \tag{720}
\end{equation*}
$$

Finally, again using relations (713), equation (712) transforms into

$$
\kappa \frac{\partial f^{\prime}}{\partial x^{\prime}}+\frac{1}{\kappa}\left(\frac{\partial g^{\prime}}{\partial y^{\prime}}+\frac{\partial h^{\prime}}{\partial z^{\prime}}\right)+\frac{u}{4 \pi C}\left(\frac{\partial \gamma}{\partial y^{\prime}}-\frac{\partial \beta}{\partial z^{\prime}}\right)-\frac{\kappa u}{C^{2}} \frac{d f}{d t^{\prime}}=\rho
$$

Using the relation (720), which has just been obtained, this becomes

$$
\kappa\left[\frac{\partial f^{\prime}}{\partial x^{\prime}}\left(1-\frac{u^{2}}{C^{2}}\right)\right]+\frac{1}{\kappa}\left(\frac{\partial g^{\prime}}{\partial y^{\prime}}+\frac{\partial h^{\prime}}{\partial z^{\prime}}\right)=\rho\left(1-\frac{v u}{C^{2}}\right),
$$

or, multiplying throughout by $\kappa$ and using equation (717),

$$
\begin{equation*}
\frac{\partial f^{\prime}}{\partial x^{\prime}}+\frac{\partial g^{\prime}}{\partial y^{\prime}}+\frac{\partial h^{\prime}}{\partial z^{\prime}}=\rho^{\prime} \tag{721}
\end{equation*}
$$

682. We have now seen that if the new quantities $a^{\prime}, \beta^{\prime}, \gamma^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}$ are defined by equations (713), then the electric equations (704) and (706), when transformed to coordinates $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$, resume their original form exactly. By precisely similar analysis we find that if

$$
\left.\begin{array}{ll}
a^{\prime}=a, & X^{\prime}=X  \tag{722}\\
b^{\prime}=\kappa\left(b+\frac{u}{C} Z\right), & Y^{\prime}=\kappa\left(Y-\frac{u}{\bar{C}} c\right) \\
c^{\prime}=\kappa\left(c-\frac{u}{C} Y\right), & Z^{\prime}=\kappa\left(Z+\frac{u}{C} b\right)
\end{array}\right\}
$$

then the magnetic equations (705) and (707), when transformed to the new coordinates $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$, will also resume their original form exactly.

Thus it appears that the relativity-condition will be satisfied by all electromagnetic phenomena, if the relation between the forces as estimated by $S$ and those estimated by $S^{\prime}$ moving with a velocity ( $u, 0,0$ ) relative to $S$ can be supposed to be those given by relations (713) and (722). If these relations are found, in actual fact, to be satisfied, it will be impossible to determine absolute motion by any electromagnetic means whatever.
683. Consider first the form assumed by the relations in free space, for which we may take $K=\mu=1$. Here $a, b, c$ become identical with $a, \beta, \gamma$, and $a^{\prime}, b^{\prime}, c^{\prime}$ with $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$. Also $f, g, h$ become the same as $X / 4 \pi, Y / 4 \pi, Z / 4 \pi$ and similarly for $f^{\prime}, g^{\prime}, h^{\prime}$. The two sets of equations (713) and (722) are now seen to become identical, each reducing to

$$
\left.\begin{array}{ll}
\alpha^{\prime}=\alpha, & X^{\prime}=X  \tag{723}\\
\beta^{\prime}=\kappa\left(\beta+\frac{u}{C} Z\right), & Y^{\prime}=\kappa\left(Y-\frac{u}{\bar{C}} \gamma\right) \\
\gamma^{\prime}=\kappa\left(\gamma-\frac{u}{C} Y\right), & Z^{\prime}=\kappa\left(Z+\frac{u}{\bar{C}} \beta\right)
\end{array}\right\}
$$

If $u^{2} / C^{2}$ is neglected, $\kappa$ may be put equal to unity, and the forces $X^{\prime}, Y^{\prime}, Z^{\prime}$ are exactly those which we found in $\S 628$ for the forces on a unit charge moving with velocity ( $u, 0,0$ ). Similarly the forces $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ are easily shewn by the method of $\S 572$ to be precisely those which would be acting on a unit magnetic pole moving with a velocity ( $u, 0,0$ ). Thus there is direct experimental verification of these equations when $u^{2} / C^{2}$ is neglected.

When $u^{2} / C^{2}$ is not neglected, it is naturally impossible to obtain direct experimental evidence of the accuracy of the equations. A complication arises from the fact that $S$ and $S^{\prime}$ are using different units of length in the direction of $O x$, and on allowing for this and treating the problem in the manner of $\S 656$, it is at once found that the presence of the factors $\kappa$ in equations (723) exactly represents the complication introduced by the finiteness of $u^{2} / C^{2}$.

Thus it appears, by what is not far short of absolute proof, that the relativity-condition is satisfied by all electromagnetic phenomena.
684. The problem presented by phenomena in dielectric and magnetic media is naturally mbre complex. Various hypotheses have been put forward as to the relation between $a^{\prime}, b^{\prime}, c^{\prime}$ and $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ in moving magnetic media, as also regarding the relation between $f^{\prime}, g^{\prime}, h^{\prime}$ and $X^{\prime}, Y^{\prime}, Z^{\prime}$ in moving dielectrics. Some of these hypotheses are in agreement with relations (713) and (722), while some are not. Experiments have been conducted by various physicists, and in particular by H. A. Wilson and A. Eichenwald, with a view to discriminating between these rival hypotheses. In each case the victorious hypothesis is found to be in conformity with equations (713) and (722) above.

Wilson* moved a dielectric body through a magnetic field and found that there was an electric polarisation ( $f^{\prime}, g^{\prime}, h^{\prime}$ ) set up of which the amount agreed very closely with that demanded by equations (713). And Eichenwald $\dagger$ set a polarised dielectric in motion and found that it produced a magnetic field similar to that demanded by equations (713). Thus there seems to be experimental confirmation for every term in equations (713). Experiments on moving magnetic media have not been performed, but there seems to be little room for doubt that they would similarly confirm equations (722).

If, on the strength of this evidence, we assume equations (713) and (722) to be fully confirmed, then we have shewn that the electromagnetic equations conform to the relativity-condition. In other words, all experiments to determine velocity through the ether are necessarily futile. If for the moment we assume that we are moving through the ether with a velocity $u$ in a direction which we call $O x$, then we may consider that we are playing the $r$ ôle of our observer $S^{\prime}$, while an imaginary observer at rest in the ether may be supposed to be playing the role of our observer $S$. But we have seen that
all electromagnetic phenomena would be exactly the same for us as for $S$. If we could deduce a velocity $u$ through the ether for our motion, $S$ would necessarily deduce a velocity $u$ for his own motion, which would be contrary to the facts. By this argument, here put in the form of a reductio ad absurdum, we see the impossibility of determining our velocity through the ether.

If at any time equations (713) and (722) are proved to be untrue-and, as we have seen, the remaining opportunities for proving these equations untrue are very few-then it will become possible, in theory at least, to determine our velocity throngh the ether. But for the present we shall assume, as a working hypothesis, that it is in no way possible to determine velocity through the ether. This is commonly called the Hypothesis of Relativity. We proceed to examine some of the consequences of this hypothesis.

## Tue Relativity Hypothesis.

685. This hypothesis commits us, generally speaking, to all the equations of the present chapter. It does not commit us to any special physical interpretations of them. For instance, the first equation of the Lorentz transformation, namely $x^{\prime}=\kappa(x-u t)$, may if we please be interpreted in terms of the Fitz-gerald-Lorentz contraction-hypothesis; we may postulate a fixed ether and the equation is then taken to shew that any length moving with a velocity ( $u, 0,0$ ) through the ether will be contracted in the direction of the $x$-axis in the ratio $1 / \kappa$. Alternatively we may interpret the same equation in such a way as not to assume a fixed ether at all. Any observer $S$ measures out a sphere which remains at rest relative to him; to a second observer $S^{\prime}$ moving relative to $S$ with a velocity ( $u, 0,0$ ), this sphere will appear to be contracted in the ratio $1 / \kappa$ along $O x$.

In a similar way all the other equations can be interpreted so as to have no reference to a fixed ether: they may be taken merely as expressing relations between quantities as measured by one observer $S$ and another observer $S^{\prime}$ moving with a velocity $u$ relative to $S$.

The kinematical relations of Einstein, namely equations (702), may, on this interpretation, be regarded merely as laws for the composition of velocities. It appears that the simple laws of composition of velocities and of vector-addition-the so-called "parallelogram of velocities"-are no longer true if the hypothesis of relativity is true. The simple laws are true if $u^{2} / C^{2}$ and $u^{\prime 2} / C^{1}$ are small, but not otherwise.

Startling though this result may appear, there is almost direct experimental confirmation of $i t$, as we shall soon see.

## Optical consequences of the Relativity Hypothesis.

686. The relativity hypothesis makes no claim to explain the nature of phenomena, it merely proposes, tentatively, a general law of a restrictive nature, which so far has appeared to dominate all known phenomena. All explanations of phenomena which conform to the limits of this restriction are equally permitted by this hypothesis, but the hypothesis serves to rule out, tentatively, all explanations which do not conform to the condition. Consequently it is only in rare cases that the principle of relativity by itself enables us to obtain a full solution of a problem. As an instance of such a case, we have seen that it enables us to determine the electric and magnetic forces in ponderable media. Other instances occur in optical phenomena, and to these we now turn.

## Fizeau's Water Tube Experiment.

687. In Fizeau's water tube experiment, a stream of water was made to flow through a tube, its velocity of flow being $u$ relative to the earth, and a ray of light was passed through the water in the direction of its motion. To an observer moving with the stream, the water would appear to be at rest, so that the light would be propagated relative to this observer with a velocity $u^{\prime}$ connected with the refractive-index $\nu$ of the water by the relation $u^{\prime}=C / \nu$.

According to the classical laws of kinematics, the light ought to travel, relative to an observer at rest on the earth, with a velocity $u+u^{\prime}$ or

$$
\begin{equation*}
\frac{C}{\nu}+u . \tag{724}
\end{equation*}
$$

Fizeau found it possible to measure the actual velocity by an interference method and formula (724) was not confirmed. The formula

$$
\begin{equation*}
\frac{C}{\nu}+u\left(1-\frac{1}{\nu^{2}}\right) \tag{725}
\end{equation*}
$$

was found to represent the velocity accurately both for water and other transparent media.

As we shall now see, formula (725) is not only consistent with the theory of relativity, but could also have been fully predicted by this theory. For the velocity in question is simply that which results from compounding the velocities $u$ and $C / \nu$, and the resultant velocity obtained by the relativity formula (702) is

$$
\delta=\frac{\frac{C}{\nu}+u}{1+\frac{u}{C^{a}}\left(\frac{C}{\nu}\right)}=\frac{C}{\nu}+\frac{u\left(1-\frac{1}{\nu^{2}}\right)}{1+\left(\frac{u}{C^{2}} \frac{C}{\nu}\right)} .
$$

If $u^{2} / C^{12}$ is neglected this reduces the formula (725). In this experiment we have very direct experimental confirmation of Einstein's formula for the composition of velocities.

## Reflection of Light from a Moving Mirror and Emission from a Moving Source.

688. According to the relativity hypothesis, the velocity of light in free space is always equal to $C$. If the light be observed by an observer moving with a velocity $u$ relative to the source, the velocity is still equal to $C$, for we have seen in $\S 678$ that the velocity obtained by compounding a velocity $C$ with any other velocity $u$ is itself equal to $C$.

This consequence of the relativity hypothesis has been tested by Majorana. He first examined the light reflected by a moving mirror and found its velocity to be exactly equal to $C$ independently of the velocity of the mirror*. In a later investigation $\dagger$ he tested the velocity of light emitted by a rapidlymoving source and found this to be equal to $C$ independently of the velocity of the source.

These experimental results are of very great importance, for it will be seen that the Michelson-Morley experiment and the experiments of Majorana taken in combination establish the Lorentz transformation equations (697) as a fact of obscrvation. The Michelson-Morley experiment shewed that the average to-and-fro velocity of light reflected from a mirror back to the source was the same for all directions in space. The Majorana experiments now shew that the result is true for the separate paths before and after reflection, so that the velocity of light, as measured by any observer, is the same for all directions in space. We now have as an experimental fact that, independently of the velocities of the source and observer, the wave-surface is a sphere having the observer as centre. This is precisely the supposition from which we started in $\S 675$; it was found to lead directly to the Lorentz transformation (697).

## Aberration and the Doppler effect.

689. As in § 591, the equation of wave-propagation in free space, namely

$$
\frac{d^{2} x}{d t^{2}}=C^{5} \nabla^{2} x,
$$

has a solution

$$
\begin{equation*}
\chi=A \cos \frac{2 \pi}{\nu C}(l x+m y+n z-C t) . \tag{726}
\end{equation*}
$$

where $l^{2}+m^{2}+n^{2}=1$, and this corresponds to the propagation of a plane wave of light of frequency $\nu$ in a direction $l, m, n$. Suppose that the same ray of light appears to the observer $S^{\prime \prime}$ to be of frequency $\nu^{\prime}$ and to be propagated in a direction $l^{\prime}, m^{\prime}, n^{\prime}$, so that the solution of the wave-equation for $S^{\prime \prime}$ will be

$$
\begin{equation*}
\chi^{\prime}=A^{\prime} \cos \frac{2 \pi}{\nu^{\prime} C}\left(l^{\prime} x^{\prime}+m^{\prime} y^{\prime}+n^{\prime} z^{\prime}-C t^{\prime}\right) . \tag{727}
\end{equation*}
$$

On substituting for $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$ in terms of $x, y, z, t$ from equations (697), this becomes

$$
\chi^{\prime}=A^{\prime} \cos \frac{2 \pi}{\nu^{\prime} C}\left[l^{\prime} \kappa(x-u t)+m^{\prime} y+n^{\prime} z-C \kappa\left(t-\frac{x u}{\bar{C}^{2}}\right)\right] .
$$

This expression must be identical with (726), so that by comparison we obtain

$$
\frac{\kappa\left(l^{\prime}+\frac{u}{C}\right)}{l}=\frac{m^{\prime}}{m}=\frac{n^{\prime}}{n}=\frac{\kappa\left(C+l^{\prime} u\right)}{C}=\frac{\nu^{\prime}}{\nu} .
$$

Aberration. Equating the first and fourth fractions in equations (728) we find

$$
\begin{equation*}
l=\frac{l^{\prime}+\frac{u}{\bar{C}}}{1+l^{\prime} \frac{u}{\bar{C}}} . \tag{729}
\end{equation*}
$$

This must, according to the hypothesis of relativity, be the exact formula for astronomical aberration. Let the observer $S$ be at rest relative to any system of axes in uniform motion, while $S^{\prime}$ moves relative to these axes with a velocity $u$ along $O x$. Then light which appears to $S$ to arrive in a direction $l, m, n$ will appear to $S^{\prime}$ to arrive in a direction $l^{\prime}, m^{\prime}, n^{\prime}$, where $l, l^{\prime}$ are related by equation (729). Put $l=\cos \phi, l^{\prime}=\cos \phi^{\prime}$; then

$$
\cos \phi^{\prime}-\cos \phi=l^{\prime}-l=-\sin ^{2} \phi^{\prime} \frac{u}{C\left(1+\frac{u}{C} \cos \phi^{\prime}\right)} .
$$

If $u / C$ is small, this reduces to the ordinary formula of practical astronomy,

$$
\phi^{\prime}--\phi=\sin \phi^{\prime}\left(\frac{u}{\bar{C}}\right) .
$$

Doppler Effect. Equating the last two fractions in equations (728), we find

$$
\frac{\nu^{\prime}}{\nu}=\left(1+\frac{u \cos }{C} \phi^{\prime}\right)\left(1-\frac{u^{2}}{C^{2}}\right)^{-\frac{1}{2}} .
$$

This is the full expression for the Doppler effect. If $u^{2} / C^{2}$ is neglected, the right-hand member reduces to

$$
1+\frac{u}{C} \cos \phi^{\prime}
$$

which is the Doppler factor usually assumed. If the observer is moving directly towards the source of light with velocity $u$, we have $\cos \phi^{\prime}=1$, and equation (730) becomes

$$
\frac{\nu^{\prime}}{\nu}=\left[\frac{1+\frac{u}{C}}{1-\frac{u}{C}}\right]^{\frac{1}{2}}
$$

## Acceleration, Mass and Force.

690. In formulae (702) we obtained equations for the velocity $v, v, w$ obtained by compounding a velocity $u, 0,0$ with a velocity $v^{\prime}, v^{\prime}, w^{\prime}$. When the velocity $u^{\prime}, v^{\prime}, w^{\prime}$ is so small that its square may be neglected in comparison with $C^{3}$, these formulae reduce to

$$
\begin{align*}
& U=u+v^{\prime}-\frac{u^{2}}{C^{2}} v^{\prime}=u+\frac{v^{\prime}}{\kappa^{2}} \\
& V=\frac{v^{\prime}}{\kappa} ; \quad W=\frac{W^{\prime}}{\kappa}
\end{align*}
$$

Suppose that $u, 0,0$ is the velocity relative to $S$ of a moving particle at an instant $t=0$. Let it appear to an observer $S^{\prime}$, moving with a uniform velocity $u, 0,0$, to have accelerations

$$
\frac{d v^{\prime}}{d t^{\prime}}, \quad \frac{d v^{\prime}}{d t^{\prime}}, \quad \frac{d w^{\prime}}{d t^{\prime}},
$$

these being measured in the coordinates used by $S^{\prime}$. In formulae (732) let us put

$$
\begin{equation*}
v^{\prime}=\frac{d v^{\prime}}{d t^{\prime}} d t^{\prime}, \quad v^{\prime}=\frac{d r^{\prime}}{d t^{\prime}} d t^{\prime}, \quad w^{\prime}=\frac{d w^{\prime}}{d t^{\prime}} d t^{\prime} \tag{733}
\end{equation*}
$$

then $U, V, W$ will be the velocities, as measured by $S$ at the end of a small interval $d t^{\prime}$ as measured by $S^{\prime}$.

The times $t, t^{\prime}$ used by $S$ and $S^{\prime \prime}$ are connected by equation (697), namely,

$$
t^{\prime}=\kappa\left(t-\frac{x u}{c^{2}}\right),
$$

so that on differentiation with respect to $t$ following the particle in its motion,

$$
\frac{d t^{\prime}}{d t}=\kappa\left(1-\frac{u}{C^{2}} \frac{d x}{d t}\right)=\kappa\left(1-\frac{u^{2}}{\bar{C}^{2}}\right)=\frac{1}{\kappa} \ldots \ldots \ldots \ldots \ldots .(734) .
$$

Thus relations (733) may be replaced by

$$
v^{\prime}=\frac{1}{\kappa} \frac{d v^{\prime}}{d t^{\prime}} d t, \text { etc. }
$$

and equations (732) become

$$
\begin{equation*}
U=u+\frac{1}{\kappa^{3}} \frac{d U^{\prime}}{d t^{\prime}} d t, \quad V=\frac{1}{\kappa^{2}} \frac{d V^{\prime}}{d t^{\prime}} d t, \quad W=\frac{1}{\kappa^{2}} \frac{d W^{\prime}}{d t^{\prime}} d t . \tag{735}
\end{equation*}
$$

If $\frac{d U}{d t}, \frac{d v}{d t}, \frac{d W}{d t}$ are the accelerations as measured by $S$, we must have

$$
U=u+\frac{d U}{d \bar{t}} d t, \text { etc. }
$$

whence by comparison with equations (735),

$$
\begin{equation*}
\frac{d U}{d t}=\frac{1}{\kappa^{3}} \frac{d v^{\prime}}{d t^{\prime}} ; \quad \frac{d V}{d t}=\frac{1}{\kappa^{2}} \frac{d V^{\prime}}{d t^{\prime}} ; \quad \frac{d W}{d t}=\frac{1}{\kappa^{2}} \frac{d W^{\prime}}{d t^{\prime}} . \tag{736}
\end{equation*}
$$

These formulae give the accelerations as measured by $S$ in terms of the accelerations as measured by an observer $S^{\prime \prime}$ moving with the particle.
691. Let the accelerations be supposed to originate from the action of a force. Since the particle is supposed to be at rest relative to $S^{\prime}$ at the instant $t^{\prime}=0$, its equations of motion, in terms of the coordinates used by $S^{\prime}$, will be

$$
m \frac{d V^{\prime}}{d t^{\prime}}=P^{\prime}, \quad m \frac{d V^{\prime}}{d t^{\prime}}=Q^{\prime}, \quad m \frac{d W^{\prime}}{d t^{\prime}}=R^{\prime},
$$

where $m$ is the mass, as estimated by $S^{\prime}$, and $P^{\prime}, Q^{\prime}, R^{\prime}$ are the components of the force, also as estimated by $S^{\prime}$.

From these equations and equations (736), we obtain

$$
\begin{equation*}
m \kappa^{d} \frac{d U}{d t}=P^{\prime} ; \quad m \kappa^{2} \frac{d V}{d t}=Q^{\prime} ; \quad m \kappa^{2} \frac{d W}{d t}=R^{\prime} \tag{737}
\end{equation*}
$$

and these will be the equations of motion as observed by $S$.
If the particle is an electron of charge $e$, the values of $P^{\prime}, Q^{\prime}, R^{\prime}$ will be $e X^{\prime}, e Y^{\prime}, e Z^{\prime}$, where $X^{\prime}, Y^{\prime}, Z^{\prime}$ are given by equations (723). Substituting these, we find for the equations of motion of the electron as observed by $S$,

$$
\left.\begin{array}{l}
m \kappa^{\frac{3}{2}} \frac{d U}{d t}=e X  \tag{738}\\
m \kappa^{2} \frac{d V}{d t}=e \kappa\left(Y-\frac{U}{C} \gamma\right) \\
m \kappa^{2} \frac{d W}{d t}=e \kappa\left(Z+\frac{U}{C} \beta\right)
\end{array}\right\}
$$

The observer $S$ will suppose the electron moving with velocity $U$ to have longitudinal and transverse masses $m_{l}$ and $n_{t}$; and his equations of motion for the electron will be

$$
\left.\begin{array}{l}
m_{l} \frac{d U}{d t}=e X  \tag{739}\\
m_{t} \frac{d V}{d t}=e\left(Y-\frac{U}{C} \gamma\right) \\
m_{t} \frac{d W}{d t}=e\left(Z+\frac{U}{C} \beta\right)
\end{array}\right\} .
$$

By comparison with equations (738)

$$
\begin{equation*}
m_{l}=m \kappa^{3} ; m_{t}=m \kappa \tag{740}
\end{equation*}
$$

692. These are precisely Lorentz's expressions for the longitudinal and transverse mass of a moving electron (§664), which we have seen to be fully confirmed by experiment ( $\$ 665$ ). In deducing these expressions in $\oint 664$ we supposed the inertia to be produced by a magnetic field in the ether, so that $v$ denoted the velocity relative to the ether, but the theory of relativity shows that $U$ may legitimately be supposed to mean merely the velocity relative to the observer by whom the accelerations are measured. A further difference between the two calculations may also be noticed. When the mass
was regarded as arising from an ethereal magnetic field, it was possible to estimate the radius of the electron from a knowledge of the value of $m$; the relativity calculation does not make any such estimate possible.

We may notice that

$$
m \kappa^{3} \frac{d U}{d \bar{t}}=\frac{d}{d t}(m \kappa V) ; \quad m \kappa \frac{d V}{d \bar{d}}=\frac{d}{d t}(m \kappa V), \text { etc. }
$$

whence it follows that the equation of motion of an electron moving with any velocity $U, V, W$ relative to any observer must be

$$
\left.\begin{array}{l}
\frac{d}{d t}(m \kappa U)=e\left(X+\frac{V}{C} \gamma-\frac{W}{C} \beta\right) \\
\frac{d}{d t}(m \kappa V)=e\left(Y+\frac{W}{C} a-\frac{U}{C} \gamma\right)  \tag{741}\\
\frac{d}{d t}(m \kappa W)=e\left(Z+\frac{U}{C} \beta-\frac{V}{C} a\right)
\end{array}\right\}
$$

where $\boldsymbol{\kappa}$ is now given by

$$
\begin{equation*}
\kappa=\left(1-\frac{U^{2}+V^{2}+W^{2}}{C^{2}}\right)^{-\frac{1}{2}} \tag{742}
\end{equation*}
$$

To shew that these are the true equations, it is sufficient to notice that they are invariant as regards transformations of the $x, y, z$ axes, and reduce to equations (738) for one special direction of these axes.

## Momentum and Energy.

693. The expressions on the right of equations (741) are the components of force on the moving electron as they would be measured by $S$ (cf. §\$ 629, 653). If we denote these by $P, Q, R$, and if we regard

$$
m \kappa V, m \kappa V, m \kappa W
$$

as the components of momentum of the moving electron, then the equations of motion (741) assume the form

$$
\begin{equation*}
(\text { Force })=(\text { rate of change of momentum }) \tag{743}
\end{equation*}
$$

The rate at which work is done on the electron will be

$$
P U+Q v+R W=m V_{-}^{d t}(\kappa V)+m v \frac{d}{d t}(\kappa V)+m W \frac{d}{d t}(\kappa W),
$$

and after sinple algebraic transformation this becomes

$$
P U+Q V+R W=\frac{d}{d t}\left(m_{\kappa} C^{2}\right) .
$$

Thus if we suppose the energy of the electron to be $m \kappa C^{2}+a$ constant we have the equation
(Rute of doing work) $=$ (rate of increase of energy).

In the equation,

$$
\text { Energy }=m \kappa C^{2}+\text { cons. } . . . . . . . . . . . . . . . . . . . . . . . .(745), ~
$$

the additive constant is entirely at our disposal. If we take it equal to $-m C^{2}$, the energy is given by

$$
\begin{equation*}
\text { Energy }=m C^{2}(\kappa-1) \tag{746}
\end{equation*}
$$

and this reduces to the Newtonian kinetic energy $\frac{1}{2} m\left(V^{2}+V^{2}+W^{2}\right)$ when the velocity is small compared with that of light. But it is generally more convenient to put the additive constant equal to zero, so that the energy is simply $m \kappa C^{2}$. This may be regarded as representing kinetic energy $m C^{2}(\kappa-1)$ and intrinsic electronic energy $m C^{2}$.
694. Let us put

$$
T^{\prime}=m C^{2}\left(1-\frac{1}{\kappa}\right)=m C^{2}\left[1-\left(1-\frac{U^{3}+V^{2}+W^{2}}{C^{2}}\right)^{\frac{1}{2}}\right]
$$

then $\frac{\partial T^{\prime}}{\partial U}=m \kappa C$, etc. and equations (741) become

$$
\frac{d}{d t}\left(\frac{\partial T^{\prime}}{\partial U}\right)=P ; \quad \frac{d}{d t}\left(\frac{\partial T^{\prime}}{\partial r^{*}}\right)=Q, \text { etc. }
$$

These are analogous to the classical Lagrangian equations of motion of a particle. We must note, however, that $T^{\prime \prime}$ is not the kinetic energy, but is equal to the kinetic energy divided by $\kappa$.

## Conservation of Mass, Momentitm and Energy.

695. In defining the energy of an electron to be $m \kappa C^{2}$, we have already arranged, by definition, that conservation of energy shall hold. The total energy of a system of electrons is $\triangle m \kappa C^{2}$, and from equation (744) it is at once apparent that if no work is done from outside the total energy remains constant.

As a system of electrons change their velocities under their mutual interactions, the values of $\kappa$ for the different electrons will be continually changing. If the total energy remains constant, it is clear from equation (745) that $\sum m \kappa$ must remain constant. Thus if in future we agree to define the mass of a moving electron as $m \kappa$-the "transverse" mass of § 664-then it appears that conservation of energy will imply conservation of mass.

The full principle of conservation of energy states that as energy is interchanged between different modes of energy the sum total of energy always remains constant. Hence in order that the sum total of masses shall remain constant-i.e. to secure complete conservation of mass-it is necessary that all forms of energy should possess mass, and energy $E$ of any kind whatever must possess mass of amount $E / C^{2}$.

For instance suppose that a system of electrons of energy $E$, and therefore of total mass $\Sigma m \kappa$ equal to $E / C^{2}$, radiates away energy of amount $R$. The
final energy of the electrons is $E-R$, so that their final mass is $E / C^{2}-R / C^{2}$. But the radiation possessing energy $R$ must also possess mass $R / C^{2}$, so that the total mass of electrons and radiation remains equal to $E / C^{\mathfrak{s}}$, and the total mass is entirely conserved.
696. Our typical electron has been supposed to move with a velocity of components $v, v, w$ relative to an observer $S$. Let us suppose its velocity relative to a second observer $S^{\prime}$ to be $\sigma^{\prime}, v^{\prime} w^{\prime}$, when $S^{\prime}$ moves relative to $S$ with a velocity $u, 0,0$. Then the two sets of velocities are related by the kinematical equations (702) and (703) of § 679.

Let us write

$$
\left.\begin{array}{l}
\kappa=\left(1-\frac{U^{2}+V^{2}+W^{2}}{C^{2}}\right)^{-\frac{1}{2}} \\
\kappa^{\prime}=\left(1-\frac{U^{\prime 2}+V^{\prime 2}+W^{\prime 2}}{C^{\prime 2}}\right)^{-\frac{1}{2}} \\
\kappa_{0}=\left(1-\frac{u^{2}}{C^{2}}\right)^{-\frac{1}{2}}
\end{array}\right\}
$$

so that $\kappa_{0}$ is identical with the $\kappa$ of $\S 679$. On using the values of $U^{\prime}, v^{\prime}, w^{\prime}$ given by equations (703), we find

$$
\begin{aligned}
1-\frac{U^{\prime 2}+V^{\prime 2}+W^{\prime 2}}{C^{2}} & =1-\frac{(U-u)^{2}+\left(1-\frac{u^{2}}{C^{2}}\right)\left(V^{2}+W^{2}\right)}{C^{2}\left(1-\frac{U u}{C^{2}}\right)^{2}} \\
& =\frac{\left(1-\frac{u^{2}}{C^{2}}\right)\left(1-\frac{U^{2}+V^{2}+W^{2}}{C^{\prime 2}}\right)}{\left(1-\frac{U u}{C^{2}}\right)^{2}}
\end{aligned}
$$

so that, on raising each side to the power $-\frac{1}{2}$,

$$
\begin{equation*}
\kappa^{\prime}=\kappa \kappa_{0}\left(1-\frac{v u}{C^{2}}\right) \tag{748}
\end{equation*}
$$

or, again using the first of equations (703),

$$
\kappa^{\prime} U^{\prime}=\kappa \kappa_{0}(v-u) .
$$

Multiplying both sides by $m$, and summing over all the particles in the field,

$$
\Sigma m \kappa^{\prime} U^{\prime}=\kappa_{0} \Sigma m \kappa U-u \kappa_{0} \Sigma m \kappa .
$$

Let $M, \mu_{x}$ denote the total mass and total $x$-momentum as observed by $S$, and let $M^{\prime}, \mu_{x}^{\prime}$ denote the same quantities as observed by $S^{\prime}$. Then our equation may be written

$$
\begin{equation*}
\mu_{x}^{\prime}=\kappa_{0} \mu_{x}-u \kappa_{0} M . \tag{749}
\end{equation*}
$$

Similarly, since $S$ is moving relative to $S^{\prime}$ with a velocity $-u$,

$$
\mu_{z}=\kappa_{0} \mu_{z}^{\prime}+u \kappa_{0} M^{\prime} .
$$

If the total energy of the system remains constant throughout any motion, $M$ and $M^{\prime}$ must remain constant, so that $\mu_{z}$ and $\mu_{x}^{\prime}$ necessarily remain constant. Thus conservation of energy implies conservation of momentum.
697. As a particular case, let us suppose the velocity of the axes of $S^{\prime}$ chosen so that $\mu_{x}{ }^{\prime}=0$. Thus $S^{\prime}$ moves with the centre of gravity of the system, and this centre of gravity moves relative to $S$ with a velocity $u$ along $O x$. Putting $\mu_{m}{ }^{\prime}=0$ in equations (749) and (750), we find

$$
\begin{aligned}
\mu_{x} & =u M, \\
M & =\kappa_{0} M^{\prime} .
\end{aligned}
$$

Thus the $x$-momentum observed by $S$ is $u$ times the total mass observed by $S$. The total mass observed by $S$ is $\kappa_{0}$ times the total mass observed by $S^{\prime \prime}$. And, if we take the energy equal to $M C^{3}$, the total energy observed by $S$ is $\kappa$ times the total energy observed by $S^{\prime \prime}$.
698. Returning to the analysis of $\S 696$, let us suppose that the system emits a beam of radiation along $O x$. Let the energy of this beam as estimated by $S$ be $E$, so that its mass is $E / C^{2}$, and let its momentum as estimated by $S$ be $R_{x}$ along $O x$. Let accented letters denote the same quantities as estimated by $S^{\prime}$. Then in order that equation (749) may be true both before and after the emission of the radiation, both mass and momentum being assumed to be conserved, we must have

$$
R_{x}{ }^{\prime}=\kappa_{0} R_{x}-u \kappa_{0} E / C^{2} .
$$

This equation is true for all values of $u$. Take $u$ equal to $C$, so that $S^{\prime}$ moves with the beam of light. Then $R_{x}{ }^{\prime}=0$, and the equation becomes

$$
R_{x}=\frac{E}{C} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(751)
$$

Thus the momentum of a beam of light, as measured by any observer whatever, is equal to $(1 / C)$ times its energy. Or, again, the momentum is equal to $C$ times the mass. If $W$ is the energy of the beam per unit volume, the momentum per unit volume will be $W / C$, and the flow of momentum per unit area of cross-section will be $C$ times this, and so equal to $W$. Thus the pressure of radiation is equal to the energy per unit volume.

This result was obtained in $\S 592 c$ as a consequence of the hypothesis that electric action was transmitted by an ether. It now appears that the result is in accordance with the hypothesis of relativity, and can be deduced as a direct consequence of this hypothesis.

## The Energy and Momentum of Radiation.

699. In free space the fundamental equations (613) and (614) of p. 559 assume the form

$$
\begin{array}{r}
\frac{4 \pi \rho U}{C}-\frac{1}{C} \frac{d X}{d t}=\frac{\partial \gamma}{\partial y}-\frac{\partial \beta}{\partial z}, \text { etc. } \\
-\frac{1}{C} \frac{d \alpha}{d t}=\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z}, \text { etc. } \tag{753}
\end{array}
$$

Multiply these six equations by $X, Y, Z,-\alpha,-\beta,-\gamma$ respectively and add corresponding sides. We obtain

$$
\begin{aligned}
\frac{4 \pi}{C} \rho(X U+Y V+Z W)+ & \frac{1}{2 C} \frac{d}{d t}\left(X^{2}+Y^{2}+Z^{2}+\alpha^{2}+\beta^{2}+\gamma^{2}\right) \\
& =-\frac{\partial}{\partial x}(Y \gamma-Z \beta)-\frac{\partial}{\partial y}(Z \alpha-X \gamma)-\frac{\partial}{\partial z}(X \beta-Y \alpha) .
\end{aligned}
$$

Multiply both sides by $C / 4 \pi$ and integrate throughout any closed space. Assuming that the distribution of electric density $\rho$ arises entirely from electrons, we obtain

$$
\begin{align*}
\Sigma e(X v & +Y v+Z w)+\frac{d}{d t}\left[\frac{1}{8 \pi} \iiint\left(X^{2}+Y^{2}+Z^{2}+\alpha^{2}+\beta^{2}+\gamma^{2}\right) d x d y d z\right] \\
& =\frac{C}{4 \pi} \iint[l(Y \gamma-Z \beta)+m(Z \alpha-X \gamma)+n(X \beta-Y a)] d S \ldots \ldots(75 \tag{754}
\end{align*}
$$

In §693, we put

$$
e\left(X+{ }_{C}^{V} \gamma-\frac{W}{C} \beta\right)=P, \text { etc. }
$$

Multiplying these relations by $U, V, W$ and adding we find, after a further use of equation (744),

$$
e(X U+Y V+Z W)=P U+Q V+R W=\frac{d}{d t}\left(m \kappa C^{2}\right)
$$

Thus equation (754) becomes

$$
\begin{aligned}
& \frac{d}{d t}\left[\Sigma m \kappa C^{2}+\frac{1}{8 \pi} \iiint\left(X^{2}+Y^{2}+Z^{2}+a^{2}+\beta^{2}+\gamma^{2}\right) d x d y d z\right] \\
&=\frac{C}{4 \pi} \iint[l(Y \gamma-Z \beta)+\ldots] d S \ldots(755)
\end{aligned}
$$

Now let the closed space be allowed to extend to infinity, so that the integration is through the whole of space. The surface integral on the right of equation (755) now vanishes, so that the left-hand meinber must also vanish. In other words, throughout the motion of the system of electrons,

$$
\Sigma m \kappa C^{2}+\frac{1}{\delta \pi} \iiint\left(X^{2}+Y^{2}+Z^{2}+a^{2}+\beta^{2}+\gamma^{2}\right) d x d y d z=\text { cons. } \ldots(756) .
$$

If $R$ is the energy radiated away from a system of electrons, we have already had the relation

$$
\Sigma_{m \kappa} C^{2}+R=\text { cons. }
$$

whence it appears that the volume-integral in (756) must represent radiated energy.

If we assume the radiated energy to be localised in space according to the distribution of the integral, then the flow of energy into any closed surface must be represented by the surface-integral on the right hand of equation (755), and this flow is precisely that given by the Poynting Flux of §576.
700. Again, let us multiply the six equations (752) and (753) by $0, \gamma$, $-\beta, 0, Z,-Y$ and add. We obtain

$$
\begin{aligned}
& 4 \pi \rho\left(\frac{V}{C} \gamma-\frac{W}{C} \beta\right)+\frac{1}{C} \frac{d}{d t}(Y \gamma-Z \beta) \\
& =\frac{1}{2} \frac{\partial}{\partial x}\left(X^{2}-Y^{2}-Z^{2}+\alpha^{2}-\beta^{2}-\gamma^{2}\right)+\frac{\partial}{\partial y}(X Y+\alpha \beta)+\frac{\partial}{\partial z}(X Z+\alpha \gamma) \\
& \\
& -\alpha\left(\frac{\partial \alpha}{\partial x}+\frac{\partial \beta}{\partial y}+\frac{\partial \gamma}{\partial z}\right)-X\left(\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}\right) .
\end{aligned}
$$

Dividing throughout by $4 \pi$, and using equations (615) and (616), this becomes

$$
\begin{aligned}
& \rho\left(X+\frac{V}{C} \gamma-\frac{W}{C} \beta\right)+\frac{1}{4 \pi C} \frac{d}{d t}(Y \gamma-Z \beta) \\
&=\frac{\partial}{\partial x}\left[\frac{1}{8 \pi}\left(X^{2}-Y^{2}-Z^{2}+\alpha^{2}-\beta^{2}-\gamma^{2}\right)\right]+\frac{\partial}{\partial y}\left[\frac{1}{4 \pi}(X Y+\alpha \beta)\right] \\
&+\frac{\partial}{\partial z}\left[\frac{1}{4 \pi}(X Z+\alpha \gamma)\right] \ldots(757) .
\end{aligned}
$$

Integrating through a closed surface as befure, this becomes

$$
\begin{aligned}
& \sum e\left(X+\frac{V^{\prime}}{C} \gamma-\frac{u}{C} \beta\right)+\frac{1}{4 \pi C} \frac{d}{d t} \iiint(Y \gamma-Z \beta) d x d y d z \\
&=-\iint\left[\frac{l}{8 \pi}\left(X^{2}-Y^{2}-Z^{2}+\alpha^{2}-\beta^{2}-\gamma^{2}\right)\right.+\frac{m}{4 \pi}(X Y+\alpha \beta) \\
&\left.+\frac{n}{4 \pi}(X Z+\alpha \gamma)\right] d S .
\end{aligned}
$$

Using the first of equations (741), the left-hand member becomes

$$
\begin{equation*}
\frac{d}{d t}\left[\Sigma m \kappa U+\frac{1}{4 \pi C} \iiint\left(Y_{\gamma}-Z \beta\right) d x d y d z\right] \tag{758}
\end{equation*}
$$

If the integral is taken through the whole of space, this expression must vanish, so that the quantity inside square brackets must remain constant. The first term $\Sigma m \kappa U$ is the $x$-momentum of the electrons, so that the second term must represent the $x$-momentum of the emitted radiation. This is identical with the formula found for the momentum in the ether in § 655 ; it
has now been obtained, independently of the assumption of an ether, as a general expression for the momentum of radiation.

If we assume the momentum to be localised in space according to the distribution of the integral, then equation (757) can be interpreted as shewing that there is a flow of $x$-momentum per unit area at any point, whose components will be $P_{x x}, P_{x y}, P_{x z}$, where

$$
\begin{aligned}
& P_{x x}=\frac{1}{8 \pi}\left(X^{2}-Y^{2}-Z^{2}+a^{2}-\beta^{2}-\gamma^{2}\right), \\
& P_{x y}=\frac{1}{4 \pi}(X Y+\alpha \beta), \text { etc. }
\end{aligned}
$$

These are precisely the quantities we obtained in § 655 to represent the components of stress in an assumed ether. On the relativity-theory, they appear in a much more general way as representing the flow of momentum in space.

## The Existence of an Ether.

701. Throughout the earlier chapters of this book, we treated the existence of an ether as a working hypothesis. Maxwell and Faraday appear to have had no doubt that the ether had a real objective existence, but no proof that it exists outside our own minds has ever been obtained, and it seems best to regard it merely as a working hypothesis, to be discarded if it is found to lead to contradictory or impossible results, and to be retained if it proves to be useful as well as self-consistent.

The considerations which have seemed to favour the hypothesis of an objective ether are mainly the following:
(i) That light and other forms of electromagnetic action are propagated with a uniform velocity $C$, which is most naturally interpreted as a velocity of propagation in a medium of some sort.
(ii) That the hypothesis of an objective ether explains electrical forces with comparative simplicity as arising from systems of stresses transmitted by the ether.
(iii) That the hypothesis of an objective ether gives a simple account of electromagnetic energy as being the energy of a medium in a state of strain and stress.

The force of the first consideration is very much weakened by the discovery, resulting from the Michelson-Morley experiment, that the velocity of propagation is the same for an observer moving through the supposed ether as for one at rest. We have seen in the present chapter that this fact, whether we assume an ether to exist or not, requires us to adopt systems of kinematics and dynamics which are different from the old classical systems. The consequences of these new systems of kinematical and dynamical laws are found
to be confirmed by experiment. If they had not been confirmed, we should have reached an impasse; the circumstance that they are confirmed provides no definite information on the question of the existence of an ether. But the hypothesis of an ether is weakened to this extent, that the theory of relativity has shewn that the results in question, although possibly admitting of an explanation in terms of an ether, are necessary consequences of the simpler supposition that phenomena are the same for all observers, no matter with what velocity they are moving. And the simplest way of all of arranging that phenomena shall be the same for all moving observers, is to suppose that there is no ether at all; all moving observers then necessarily stand on the same footing. for there is no fixed framework by which their motion can be estimated. The hypothesis that there is an ether may give a possible explanation of the phenomena, but the hypothesis that there is no ether provides an equally possible and very much simpler explanation.

If we still wish to retain the hypothesis of an ether through which light and electromagnetic phenomena are propagated, we must adjust the properties of this ether to agree with experiment. Now we have seen ( $\$ 688$ ) that, no matter how an observer and a source of light move, the wave-surface formed by the light emitted at any instant will be a sphere having the observer as its centre. If the observed constant velocity of light is simply the constant velocity of propagation through an ethereal medium, it would seem to follow that each observer must carry a complete ether about with him. This at least robs the ether of the greater part of its reality. We cannot quite go so far as to assert that the ether is reduced to a subjective imagination, as a simple analogy will shew. A number of travellers may all see what they would describe in ordinary language as being the same rainbow. The angle of the rainbow would be the same for each traveller, and no amount of travelling towards the rainbow would cause it to subtend a greater angle. If the travellers compared observations they would have to conclude that cach traveller carried his own rainbow about with him. This would not, however, prove the rainbow to be merely a subjective illusion; when the a ainbow disappeared for one traveller it would disappear for all. Considerations such as we have mentioned do not prove in strictness that light cannot be propagated through an ether; what they prove is that if an ether exists, it must be something very different from the absolutely objective ether imagined by Maxwell and Faraday.

The hypothesis of an ether shewed great aptitude for explaining either electric or magnetic forces in systems at rest: a simple system of pressures and tensions was found to account perfectly for the observed forces. On the other hand the same explanation cannot account for both electric and magnetic forces simultaneously. If, as is usually assumed, the electric forces are accounted for by simple pressures and tensions, then some other explanation must be found for magnetic forces, and the hypothesis of ether-
stresses loses its principal advantage. Further it has been found that the hypothesis of an ether at rest fails entirely to account for the forces in systems in motion ( $\$ 655$ ). To account for these forces, it appears that the ether must be supposed endowed with momentum. On the relativity-theory also we have seen ( $\$ 700$ ) that the forces can be explained in terms of a flow of momentum. The relativity-theory has thus shewn that what is essential to the ethereal explanation is not the ether but the momentum with which it was supposed to be endowed. It is quite easy to imagine a flow of momentum without there being an ether to carry it, and the conception of forces and pressures arising from a flow of momentum is one with which we have become familiar in other branches of physics, as for example the Kinetic Theory of Gases.

Almost similar remarks apply to the interpretation of electromagnetic energy. Stress in the ether would account quite simply for either electric or magnetic energy, but not for both. Usually the energy of ethereal stress is regarded as electrostatic energy, so that kinetic energy of the ether must be invoked to account for magnetic energy. Again the ether has to be supposed endowed with motion, but the motion requisite to account for the magnetic energy is something quite different from that corresponding to the momentum required to account for electromagnetic forves. So far from the ether providing a simple explanation of all phenomena, it is found that highly complex properties must be ascribed to it in order to account for electrical and magnetic properties simultaneously.

If an ether existed, it would provide a fixed set of axes relative to which all positions and velocities could be measured. To account for the result of the Michelson-Morley experiment, it would be necessary to postulate a real shrinkage of all bodies moving through the ether. This shrinkage could not be detected by mechanical means, for a measuring rod would shrink in precisely the same ratio as the body to be measured, but it could be detected by gravitational means unless every gravitational field of force shrunk in just such a way as to conceal the shrinkage of matter. For instance, if the gravitational field did not shrink, the geoid, or surface of mean sea-level on the earth, might be a gravitational equipotential for some one velocity through the ether, but could not remain an equipotential as the earth's velocity through the ether changed from point to point of its orbit. Thus we might anticipate seasonal and daily tidal surgings as a result of the earth's motion through the ether. No such events are observed. It is true that even if these occurred the earth's motion through the ether might not be sufficiently rapid for them to be capable of observation, but the generalised theory of relativity, explained in the next section, makes it clear that such events could not be observed whatever the earth's motion might be. There is no longer any room for reasonable doubt that gravitational phenomena conform to the relativity condition.

If, then, we continue to believe in the existence of an ether we are compelled to believe not only that all electromagnetic phenomena are in a conspiracy to conceal from us the speed of our motion through the ether, but also that gravitational phenomena, which so far as is known have nothing to do with the ether, are parties to the same conspiracy. The simpler view seems to be that there is no ether. If we accept this view, there is no conspiracy of concealment for the simple reason that there is no longer anything to conceal.

## Generalised Relativity.

702. In discussing the transmission of light-signals in $\S 675$, we made the assumption that light travelled in straight lines with uniform velocity. If space and time were known to be uniform throughout their whole extent, no such assumption would be needed; the uniformity of velocity and the straightness of path would be direct consequences of the uniformity of time and space.

The theory of relativity has however developed in such a direction that space and time can no longer be supposed to be everywhere uniform. In the early days of the theory it was noticed that Newton's inverse-square law of gravitation did not conform to the relativity-condition, and in 1915 Einstein put forward a theory of generalised relativity according to which all gravitational phenomena are the consequences merely of departures from uniformity of time and space.

According to Einstein's theory, the properties of both time and space in the neighbourhood of a gravitating mass differ from those in regions far removed from all matter. The properties of space in the latter regions can be adequately described by the geometry of Euclid, but those in the neighbourhood of gravitating matter need a new geometry for their description.

In ordinary space, as described by Euclid's geometry, parallel lines never meet. Other geometries and other spaces can, however, be imagined. For instance, two lines drawn upon the earth's surface, through two points on the earth's equator, both running due north, and so running exactly parallel to one another, will ultimately meet in a point-the North Pole. We see that the geometry of a spherical surface is different from that of a plane, so much so that almost all the ordinary theorems of Euclidean geometry fail when applied to a spherical surface.

The geometry required by Einstein's gravitational theory is much less simple than the spherical geometry we have just used as an illustration. It is not concerned with two-dimensional surfaces, or even with a three-dimensional space. It is concerned with a four-dimensional continuum, of the type considered in $\S 675$, in which three space-coordinates and one time-coordinate are plotted parallel to four rectangular axes. In the neighbourhood of gravi-
tating matter this four-dimensional continuum is supposed to be curved somewhat in the way in which the earth's two-dimensional surface is curved. A circle of diameter 1000 miles drawn round a point on the earth's surface will not have a circumference of $1000 \pi$ miles, as it would be if the circle were drawn on a plane, but of only about $997 \pi$ miles. In the same way, according to Einstein's geometry, the circumference of a circle of radius $r$ drawn about a gravitating mass is not precisely $2 \pi r$, but is less by a fraction which is proportional to the mass and falls off as we recede from it.

As a consequence of the special geometry of a spherical surface, it is not possible to draw a map on a plane surface so as to shew all the parts of the earth's surface simultaneously in their proper shapes and relative sizes. This results from its not being possible to select coordinates $x, y$ on the earth's surface such that the element of length $d s$ is given by

$$
\begin{equation*}
d s^{2}=d x^{2}+d y^{2} \tag{759}
\end{equation*}
$$

at all points of the surface. The simplest coordinates it is possible to select are the ordinary $\theta, \phi$ of spherical polar coordinates, in terms of which the element of length on the surface of a sphere of unit radius is given by

$$
d s^{2}=d \theta^{2}+\sin ^{2} \theta d \phi^{2}
$$

According to Einstein's generalised relativity, the element of length in the four-dimensional continuum can be expressed in the form*

$$
\begin{equation*}
d s^{2}=d x^{2}+d y^{2}+d z^{2}+d \tau^{2} \tag{761}
\end{equation*}
$$

only in regions which are far removed from all gravitating matter. This form for $d s^{2}$ is of course analogous to expression (759) for the value of $d s^{2}$ on a plane surface. As in § 675, $\tau$ stands for $i C t$ where $i=\sqrt{ }(-1)$.

If we replace $\tau$ by its value $i C t$ and transform from the space coordinates $x, y, z$ to the usual spherical polar coordinates $r, \theta, \phi$, equation (761) assumes the form

$$
\begin{equation*}
d s^{2}=d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}-C^{2} d t^{2} \tag{762}
\end{equation*}
$$

Einstein's theory requires that in the neighbourhood of a gravitating particle of mass $m$, equation (762) shall be replaced by

$$
d s^{2}=\frac{d r^{2}}{1-\frac{2 \gamma n^{2}}{r C^{2}}}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}-C^{2}\left(1-\frac{2 \gamma m}{r C^{3}}\right) d t^{2} \ldots(763)
$$

A particle describing a "geodesic" or most direct path-defined by $\delta \delta d s=0$-in this space, can be shewn to change its coordinates $x, y, z, t$ in very approximately the same way as a particle describing an ordinary ellipse or hyperbola in ordinary space about a mass $m$ under a law of attractive force $\gamma m / r^{2}$. The agreement, however, is not quite exact, and Einstein's theory is found to require three phenomena which were not predicted by, and are in

[^37]fact inconsistent with, the classical Newtonian theory; first, the perihelia of all the planets ought to advance at a rate which should be easily detected in the case of Mercury; second, light passing near to the sun ought to shew an appreciable deflection; and third, the spectral lines emitted in a strong gravitational field such as that of the sun ought to be seen shifted slightly to the red when compared with the corresponding lines emitted in the weak gravitational field of the earth. Of these three phenomena, the first had been observed by Leverrier long before any explanation was forthcoming, the second was observed as soon as it was looked for, first in the solar eclipse of 1919 and subsequently in that of 1923, while the third is still in doubt, on account of the extreme difficulty of the observation and the smallness of the quantity to be measured. But the quantitative agreement in the case of the first two phenomena is so good that no doubt is felt as to the substantial truth and accuracy of Einstein's theory.

In brief Einstein supposes a particle in a gravitational field to describe a straight path through a curved space* whereas Newton had imagined it to describe a curved path through a straight space. Newton imagined the curvature of path to result from the action of "forces" which emanated from the gravitating mass, and tried, although without success, to interpret these forces as stresses transmitted by a gravitational ether. Einstein's theory abolishes the conception of gravitational "force" and so escapes altogether the dilemma of having to suppose these forces either to be transmitted through a medium or by direct action at a distance.

## Weyl's Electromagnetic Theory.

703. This dilemma of action through a medium or action at a distance is precisely that which has led to most confusion in electromagnetic theory (cf. § 154). If it can be avoided in gravitational theory, it would seem reasonable to hope that an electromagnetic theory could be constructed which should also avoid it.

This has in actual fact been attempted. Weyl in 1918, followed by Eddington in 1921, shewed that Einstein's geometry is far from being the most general geometry in which the relativity-condition is satisfied. In the expression (763) which specifies the element of length $d s$ on Einstein's theory, the coefficients of the differentials $d r, r d \theta, r \sin \theta d \phi$ and $d t$ are functions solely of the position of $d s$ in space. With certain conventions as to the meaning and

[^38]method of the measurement of length *, we may deduce from this expression that the length of a measuring rod would change as it was moved about from place to place in a gravitational field, but that its length at any instant would depend solely on its position in space. Indeed we may be even more precise, for the coefficients of the differentials in expression (763) all depend on the single quantity $1-\frac{2 \gamma m}{r C^{2}}$ which in turn depends only on the gravitational potential $\gamma m / r$, so that the length in question depends only on the gravitational potential at the place.

In the most general geometry possible in a space of coordinates $x, y, z, \tau$, a measuring rod of length $l$ moved parallel to itself through a displacement $d x, d y, d z, d \tau$ may be expected to experience a change of length $d l$ defined by

$$
\begin{equation*}
d l=l(F d x+G d y+H d z+K d \tau) \tag{764}
\end{equation*}
$$

where $F, G, H, K$ may be the most general functions of the position of the point. If the rod is moved from one point $P$ to any other point $Q$ its whole change of length will be given by

$$
\begin{equation*}
\log \frac{l_{Q}}{l_{P}}=\int_{P}^{Q}(F d x+G d y+H d z+K d \tau) . \tag{765}
\end{equation*}
$$

In Einstein's geometry, $l_{Q}$ and $l_{P}$ depend only on the positions of $P$ and $Q$, so that the integrand on the right is necessarily a perfect differential. The condition that this integrand shall be a perfect differential is expressed by the six equations

$$
\left.\begin{array}{ll}
\frac{\partial H}{\partial y}-\frac{\partial G}{\partial z}=0, & \frac{\partial K}{\partial x}-\frac{\partial F}{\partial \tau}=0 \\
\frac{\partial F}{\partial z}-\frac{\partial H}{\partial x}=0, & \frac{\partial K}{\partial y}-\frac{\partial G}{\partial \tau}=0 \\
\frac{\partial G}{\partial x}-\frac{\partial F}{\partial y}=0, & \frac{\partial K}{\partial z}-\frac{\partial H}{\partial \tau}=0
\end{array}\right\}
$$

In Weyl's geometry, on the other hand, the integrand on the right hand is not in general a perfect differential, and the six quantities which constitute

[^39]the left-hand members of equations (766), instead of vanishing, have values $a, b, c, d, e, f$ so that
\[

\left.$$
\begin{array}{ll}
\frac{\partial H}{\partial y}-\frac{\partial G}{\partial z}=a, & \frac{\partial K}{\partial x}-\frac{\partial F}{\partial \tau}=d \\
\frac{\partial F}{\partial z}-\frac{\partial H}{\partial x}=b, & \frac{\partial K}{\partial y}-\frac{\partial G}{\partial \tau}=e  \tag{767}\\
\frac{\partial G}{\partial x}-\frac{\partial F}{\partial y}=c, & \frac{\partial K}{\partial z}-\frac{\partial H}{\partial \tau}=f
\end{array}
$$\right\}
\]

704. If we restore its value $i C t$ to $\tau$, and replace $K$ by $i \Psi$ and $i d, i e, i f$ by $X, Y, Z$, the system of equations assumes the form

$$
\left.\begin{array}{ll}
\frac{\partial H}{\partial y}-\frac{\partial G}{\partial z}=a, & -\frac{\partial \Psi}{\partial x}-\frac{1}{C} \frac{\partial F}{\partial t}=X \\
\frac{\partial F}{\partial z}-\frac{\partial H}{\partial x}=b, & -\frac{\partial \Psi}{\partial y}-\frac{1}{C} \frac{\partial G}{\partial t}=Y  \tag{768}\\
\frac{\partial G}{\partial x}-\frac{\partial F}{\partial y}=c, & -\frac{\partial \Psi}{\partial z}-\frac{1}{C} \frac{\partial H}{\partial t}=Z
\end{array}\right\}
$$

On differentiating the three equations on the left with respect to $x, y, z$ and adding, we obtain

$$
\begin{equation*}
\frac{\partial a}{\partial x}+\frac{\partial b}{\partial y}+\frac{\partial c}{\partial z}=0 \tag{769}
\end{equation*}
$$

The seven equations (768) and (769) are formally identical with the seven equations from which we proceeded to develop the general equations of the electromagnetic field in $\S 639$. Weyl's electromagnetic theory supposes that the identity is one not only of form but also of reality; he supposes an equation of the form

$$
\begin{equation*}
d l=\kappa l(F d x+G d y+H d z-C \Psi d t) \tag{770}
\end{equation*}
$$

to connect the change undergone by a rod on displacement with the three components of magnetic vector potential $F, G, H$ and the electric potential $\Psi$. This equation is identical with our former equation (764) except for the occurrence of the constant $\kappa$ which is necessary to secure that $F, G, H$ and $\Psi$ shall be of the appropriate physical dimensions. The only result of introducing this factor $\kappa$ is that the left-hand member of equation (765) must be replaced by

$$
\frac{1}{\kappa} \log \frac{l_{Q}}{l_{P}}
$$

after this $\kappa$ disappears and we reach equations (768) and (769) as before. We see that on Weyl's theory the values of $F, G, H, \Psi$ at any point are determined by the rate at which a unit measuring rod changes its length as it passes through the point.

On Weyl's theory a material body has no permanent size associated with it. By many this has been regarded as an objection to the theory. The
various attempts which have been made to avoid it, while retaining the obvious advantages of the theory, can hardly be discussed here.
705. From equations (768) and (769) it is easy to develop the whole of the classical electromagnetic theory.

We notice first that equations (768) are identical with the six equations (767) which form a system symmetrical with respect to the four coordinates $x, y, z, \tau$. This of course ensures that the equations satisfy the relativity condition. The first three of this system of six equations contain only the three coordinates $x, y, z ; \tau$ is entirely absent from this set of three. From the set of three equations from which $\tau$ was absent we obtained equation (769). From the corresponding three sets of equations from which $x, y$ and $z$ in turn are absent, it is of course possible to obtain three other equations of similar type. These are found to be

$$
\begin{align*}
& -\frac{1}{C} \frac{\partial a}{\partial t}=\frac{\partial Z}{\partial y}-\frac{\partial Y}{\partial z} \\
& -\frac{1}{C} \frac{\partial b}{\partial t}=\frac{\partial X}{\partial z}-\frac{\partial Z}{\partial x}  \tag{771}\\
& -\frac{1}{C} \frac{\partial c}{\partial t}=\frac{\partial Y}{\partial x}-\frac{\partial X}{\partial y}
\end{align*}
$$

which are simply Maxwell's equations of current induction (cf. §574).
On differentiating the three equations on the right of the system (768) with respect to $x, y, z$ and adding, we find

$$
\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}=-\left(\frac{\partial{ }^{2} \Psi}{\partial x^{2}}+\frac{\partial^{2} \Psi}{\partial y^{2}}+\frac{\partial^{2} \Psi}{\partial z^{2}}\right)-\frac{1}{C} \frac{\partial}{\partial t}\left(\frac{\partial F}{\partial x}+\frac{\partial G}{\partial y}+\frac{\partial H}{\partial z}\right) \ldots \text { (772). }
$$

Precisely as in $\S 640$, it can be shewn that $F, G, H$ and $\Psi$ are not uniquely determined when the electric and magnetic forces are given. We again suppose them to conform to the additional equation (643), namely

$$
\begin{equation*}
\frac{\partial F}{\partial x}+\frac{\partial G}{\partial y}+\frac{\partial H}{\partial z}=-\frac{1}{\boldsymbol{C}} \frac{\partial \Psi}{\partial t} \tag{773}
\end{equation*}
$$

which was imposed on them before. This equation satisfies the relativity condition, being symmetrical in the four coordinates $x, y, z, \tau$; in terms of the notation used in equation (764) it has the form

$$
\frac{\partial F}{\partial x}+\frac{\partial G}{\partial y}+\frac{\partial H}{\partial z}+\frac{\partial K}{\partial \tau}=0
$$

and so expresses that the vector ( $F, G, H, K$ ) is of zero divergence.
If we now introduce $\rho$, defined by

$$
\begin{equation*}
\frac{\partial X}{\partial x}+\frac{\partial Y}{\partial y}+\frac{\partial Z}{\partial z}=4 \pi \rho \tag{774}
\end{equation*}
$$

equation (772) assumes the form

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial x^{2}}+\frac{\partial^{2} \Psi}{\partial y^{2}}+\frac{\partial^{2} \Psi}{\partial z^{2}}-\frac{1}{C^{2}} \frac{\partial^{2} \Psi}{\partial t^{2}}=-4 \pi \rho \tag{775}
\end{equation*}
$$

of which the solution, obtained as in $\S 645$, is

$$
\Psi=\iiint_{\underline{L}} \frac{[\rho] d x d y d z}{r}
$$

Since our equations have all satisfied the relativity condition, these formulae must remain true for any rotation of the axes in the $x, y, z, \tau$ space. Writing

$$
\nabla_{4^{2}}^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}-\frac{1}{\bar{C}^{2}} \frac{\partial^{2}}{\partial t^{2}},
$$

we notice that $\nabla_{s}{ }^{2}$ in terms of the coordinates $x, y, z, \tau$ assumes the form

$$
\nabla_{4}^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\hat{i}^{2}}{\partial z^{2}}+\frac{\partial^{2}}{\partial \tau^{2}},
$$

which is obviously invariant for any rotation of the axes.
Let us now take equation (775) which, in $x, y, z, \tau$ coordinates, has the form

$$
\nabla_{4}{ }^{2} \Psi=-4 \pi \rho
$$

and transform to a new set of orthogonal axes, obtained by rotating the old axes in the $x, y, z, \tau$ space. As has just been seen the operator $\nabla_{4}^{2}$ will be the same in the new axes as in the old. $\Psi$ is the component along the axis of $\tau$ of the vector

$$
-i F,-i G,-i H,-i K
$$

while $\rho$ is the corresponding component of the vector

$$
\rho \frac{d x}{d \tau}, \rho \frac{d y}{d \tau}, \rho \frac{d z}{d \tau}, \rho
$$

or of the vector

$$
-i \rho \frac{v}{C},-i \rho \frac{V}{C},-i \rho \frac{W}{C}, \rho
$$

where $\delta, v, w$ are the components of velocity of $\rho$. Thus after transformation, equation (777) becomes

$$
\nabla_{4}{ }^{2}\left(-i l_{1} F-i l_{2} G-i l_{3} H+l_{4} \Psi\right)=-4 \pi\left(-i \rho \frac{U}{C} l_{1}-i \rho \frac{V}{C} l_{2}-i \rho \frac{W}{C} l_{3}+\rho l_{4}\right),
$$

where $l_{1}, l_{2}, l_{3}, l_{4}$ are the direction cosines of the old axis of $\tau$.
Since this equation must be true for all values of $l_{1}, l_{2}, l_{3}$ and $l_{4}$, we deduce at once

$$
\begin{equation*}
\nabla_{4}^{2} F=-4 \pi \rho \overline{\bar{C}} . \tag{778}
\end{equation*}
$$

and two similar equations. Returning to the coordinates $x, y, z, t$, these assume the form

$$
\frac{\partial^{2} F}{\partial x^{2}}+\frac{\partial^{2} F}{\partial y^{2}}+\frac{\partial^{2} F}{\partial z^{2}}-\frac{1}{C^{2}} \frac{\partial^{2} F}{\partial t^{2}}=-4 \pi \rho \frac{U}{C}
$$

and similar equations in $G$ and $H$. These together with equation (775) constitute the equations of propagation of the four potentials $F, G, H, \Psi$.

By direct solution of equation (779) we obtain the value of $F$ in the form

$$
\begin{equation*}
\boldsymbol{F}=\iiint \frac{[\rho U] d x d y d z}{r^{0}} \tag{780}
\end{equation*}
$$

with similar equations for $G$ and $H$.
Using equations (779) and (768) we find

$$
\begin{aligned}
4 \pi \rho \frac{U}{C^{2}}+\frac{1}{C^{2}} \frac{\partial X}{\partial t} & =\frac{1}{C^{2}} \frac{\partial^{2} F}{\partial t^{2}}-\left(\frac{\partial^{2} F}{\partial x^{2}}+\frac{\partial^{2} F}{\partial y^{2}}+\frac{\partial^{2} F}{\partial z^{2}}\right)+\frac{1}{C} \frac{\partial X}{\partial t} \\
& =-\frac{1}{C} \frac{\partial^{2} \Psi}{\partial x \partial t}-\left(\frac{\partial^{2} F}{\partial x^{2}}+\frac{\partial^{2} F}{\partial y^{2}}+\frac{\partial^{2} F}{\partial z^{2}}\right),
\end{aligned}
$$

and, by use of equation (773), this

$$
\begin{align*}
& =\frac{\partial}{\partial x}\left(\frac{\partial F^{\prime}}{\partial x}+\frac{\partial G}{\partial y}+\frac{\partial H}{\partial z}\right)-\left(\frac{\partial^{2} F}{\partial x^{2}}+\frac{\partial^{2} F}{\partial y^{2}}+\frac{\partial^{2} F}{\partial z^{2}}\right) \\
& =\frac{\partial}{\partial y}\left(\frac{\partial G}{\partial x}-\frac{\partial F}{\partial y}\right)-\frac{\partial}{\partial z}\left(\frac{\partial F}{\partial z}-\frac{\partial H}{\partial x}\right) \\
& =\frac{\partial c}{\partial y}-\frac{\partial b}{\partial z} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{781}
\end{align*}
$$

giving Maxwell's equations of magnetic force.
Differentiating this and the two similar equations with respect to $x, y, z$ and adding, we obtain, by the use of equation (774),

$$
\frac{d}{d x}(\rho v)+\frac{d}{d y}(\rho v)+\frac{d}{d z}(\rho W)+\frac{d \rho}{d \bar{t}}=0,
$$

which is the equation of continuity (cf. § 622), shewing that electric charges have a permanent existence.
706. Einstein's gravitational theory was accepted as soon as the phenomena it predicted in opposition to the classical Newtonian theory were actually observed. It is impossible for Weyl's electromagnetic theory to establish itself in a similar manner since the phenomena it predicts are precisely identical with those of the classical theory of Maxwell. As a direct observational test is impossible, Weyl's theory can only be judged by its inherent plausibility. It may be said to be the only theory at present in the field, Maxwell's mechanism of stresses and strains in an ether having, for all practical purposes, received its deathblow by the establishment of the restricted relativity theory. In its favour may be said that it gives a consistent account of electromagnetic phenomena on lines which, in view of the convincing experimental confirmation obtained for the parallel theory of gravitation, must be admitted to be in accordance with the general workings of nature. The principal objection which can be brought against it has already been mentioned (§ 704).

## CHAPTER XXI

## THE ELECTRICAL STRUCTURE OF MATTER

707. By the end of the nineteenth century, it was generally believed that all physical phenomena, with the possible exception of gravitation, were of electric origin. Associated with this was the belief that matter was a purely electrical structure. Positive and negative charges, arranged in combination in different ways, were supposed to give rise to all the various kinds of matter in the universe, changes in the positions and arrangements of these charges being regarded as the origin of all the phenomena of physics and chemistry.

Various conjectures were made as to the actuas arrangement of the positive and negative charges in matter, but positive knowledge was only obtained when the new experimental methods made available by the discovery of radioactive substances were brought into action.
708. The special properties of radioactive substances originate from their spontaneously and continuously emitting rays of various kinds. If a beam of the emitted rays is allowed to traverse a strong magnetic field, it is found to be split up into three distinct beams, two of which are deflected in opposite directions, while the third passes straight on. The three types of rays in these three beams are known as $\alpha$ rays, $\beta$ rays and $\gamma$ rays respectively. We have seen ( $\S 631$ ) that a charged electric particle traversing a magnetic field will describe a circle of radius $v m C / e I I$. The curvature of the paths of the a rays is found to be the same as if the rays were positively charged particles, that of the paths of the $\beta$ rays is curved as though they were negatively charged particles, while the absence of curvature of the paths of the $\gamma$ rays suggests that they are not charged particles at all. The charges ran be measured by shooting the rays into an electrometer. It is found that the a rays are rapidly moving particles each with a positive charge equal to twice the charge on an electron, and with a mass almost exactly equal to that of the helium atom. The $\beta$ rays prove simply to be negative electrons moving with velocities comparable with that of light. The $\boldsymbol{\gamma}$ rays are found to be radiation of the same general nature as light or X-rays, but of exceedingly short wave-length.

If a thin piece of metal foil is placed in the path of a beam of $\alpha$ particles, the majority of the particles pass through without their paths shewing any appreciable deflection, but a small fraction of the total number are substantially deflected. From experiments under varied conditions, the deflections are found to be such as would be expected if only isolated sinall areas of the foil had the power of appreciably deflecting the particles, and the number of such areas is found to be equal to the number of atoms in the foil. Morcover the deflections observed are precisely those which would be expected if each of
these areas had at its centre a fixed particle which repelled the a particle according to the law of the inverse square of the distance.

Investigations of this type led Sir E. Rutherford to put forward in 1911 a theory of the structure of the atom, generally known as the nuclear theory, which has stood the test of time and has now won universal acceptance. According to this theory, an atom consists of a positively charged central nucleus surrounded by a number of negative electrons, the charge on the central nucleus being such that the total charge of the atom is zero.

The simplest atom is the hydrogen atom, consisting of only one electron and the positive nucleus. If $-e$ is the charge of an electron, that of the positive nucleus of the hydrogen atom is of course $+e$. Next in order comes the helium atom consisting of two electrons and a positive nucleus of charge $+2 e$. This positive nucleus is found to be exactly identical with the $\alpha$ particles of radium radiations.

With insignificant exceptions chemical elements are known having respectively $1,2,3, \ldots$ electrons, and consequently nuclei of charges $+e,+2 e$, $+3 e, \ldots$, up to 60 electrons and a nuclear charge $+60 e$ (Neodymium). After this gaps appear in the sequence, which appears to end altogether at Uranium with 92 electrons and a charge $+92 e$. The number which fixes the position of an element in this sequence is called its "atomic number"; for the elements of low atomic number, the atomic number is approximately equal to half the atomic weight. The first few elements with their atomic numbers are as follows:

| Atomic <br> Number | Element | Atomio <br> Weight | Isotopes |
| :---: | :--- | :---: | :---: |
| 1 | Hydrogen | $1 \cdot 008$ | $1,2,3$ |
| 2 | Helium | $4 \cdot 00$ | $3,4,5(7)$ |
| 3 | Lithium | $6 \cdot 94$ | 6,7 |
| 4 | Beryllium | $9 \cdot 02$ | $8(3), 9,10$ |
| 5 | Boron | $10 \cdot 82$ | 10,11 |
| 6 | Carbon | $12 \cdot 00$ | 12,13 |
| 7 | Nitrogen | $14 \cdot 01$ | 14,15 |
| 8 | Oxygen | 16 | $16,17,18$ |
| 9 | Fluorine | $19 \cdot 00$ | 19 |
| 10 | Neon | $20 \cdot 18$ | $20,21,22$ |
| 11 | Sodium | $23 \cdot 00$ | 23 |
| 12 | Magnesium | $24 \cdot 32$ | $24,25,26$ |
| 13 | Aluminium | $26 \cdot 97$ | 27 |
| 14 | Silicon | $28 \cdot 06$ | $28,29,30$ |
| 15 | Phosphorus | $31 \cdot 02$ | 31 |
| 16 | Sulphur | $32 \cdot 06$ | $32,33,34$ |
| 17 | Chlorine | $35 \cdot 46$ | 35,37 |
| 18 | Argon | $39 \cdot 94$ | $36,38,40$ |
| 19 | Potassium | $39 \cdot 10$ | 39,41 |
| 20 | Calcium | $40 \cdot 08$ | $40,42,43,44$ |

709. As we have seen the mass of the negative electron is $9.00 \times 10^{-20}$ grammes. The mass of the hydrogen atom is about 1845 times this, so that
the nucleus has about 1844 times the mass of the electron. In the helium atom the mass of the nucleus is about 7320 times the mass of a single electron and so outweighs the two attendant electrons in the ratio of about 3660 to one. As the ratio of atomic weight to number of electrons is about the same in all elements except hydrogen, it follows that in all elements other than hydrogen only about one part in 3660 of the total mass resides outside the central nucleus. For most purposes we may think of the centre of gravity of an atom as coinciding with its nucleus.

Assuming the mass of the negative electron to be wholly electromagnetic, we have seen that its radius must be of the order of $2 \times 10^{-13} \mathrm{cms}$. If the mass of the nucleus also is wholly electromagnetic, its radius must be much smaller than that of the negative electron; that of the nucleus of the hydrogen atom, for instance, would be about $10^{-18} \mathrm{cms}$. There is direct evidence that the nucleus is exceedingly small, experiments on the scattering of a rays having shewn that a particles can pass within $2 \times 10^{-18} \mathrm{cms}$. of the centre of an atomic nucleus, and yet be deflected in accordance with the ordinary law of the inverse square.

These figures shew that both nuclei and electrons are very small in comparison with atoms. The hydrogen atom whose radius is approximately $0.53 \times 10^{-8} \mathrm{cms}$. is made up of only two constituent parts, each of radius $2 \times 10^{-13} \mathrm{cms}$. or less. Since a positive and a negative charge cannot stand in statical equilibrium at a distance apart equal to several thousands of times the radius of either, we must suppose that the two charges maintain their distance as a consequence of orbital motion. The negative electron does not fall onto the positive electron for the same reason for which the earth does not fall onto the sun. In many respects an atom may be compared to a solar system, the heavy positive nucleus at the centre of the atom representing the sun and the electrons representing planets, the law of force between the nucleus and the electrons being the saine as that between sun and planets, namely a force of attraction varying as the inverse square of the distance.
710. According to the analysis of $\S 650$, a negative electron describing an orbit about a nucleus must radiate energy. If $E, e$ are the charges on the nucleus and electron respectively, and $m$ the mass of the electron, the acceleration of the electron towards the nucleus is $E e / m r^{2}$, while the acceleration of the nucleus may be neglected in comparison, on account of its much greater mass. From formula (663), the rate of emission of radiation per unit time is

$$
\frac{2}{3 C^{3}}\left\{(\Sigma e \dot{U})^{3}+(\Sigma e \dot{V})^{4}+(\Sigma e \dot{w})^{2}\right\}=\frac{2 E^{2} e^{4}}{3 C^{3} m^{2} r^{4}} \cdots \ldots \ldots \ldots . \text { (782). }
$$

For the hydrogen atom, consisting only of one electron and a nucleus of equal charge, we may put

$$
\begin{aligned}
E=-e & =4.803 \times 10^{-10} \text { el. stat. units, } \\
r & =0.53 \times 10^{-8} \text { cms., }
\end{aligned}
$$

from which the rate of radiation is found to be 0.46 ergs per second. As a result of this loss of energy, the radius of the orbit ought to decrease. When the radius is $r$, the energy of the orbit is readily found to be $-e^{2} / 2 r$, so that the rate of decrease of energy is

$$
-\frac{e^{2}}{2 r^{2}} \frac{d r}{d \bar{t}} .
$$

Putting this equal to 0.46 ergs a second, we find that $-d r / d t$ must be equal to about 112 cms. a second. Since the radius of the orbit initially is only $0.53 \times 10^{-8} \mathrm{cms}$., the distance between the two constituents of the hydrogen atom ought to vanish altogether in a fraction of a millionth of a second.

Even in the light of common sense such a conclusion is preposterous; it is more so in the light of exact knowledge. So far as we know all hydrogen atoms, no matter how or where selected, are identical structures, all giving the same spectrum and all having precisely the same radius except for a reservation which will shortly be explained. There is not the slightest indication of any secular change in their properties, and a change of the rapidity of that just calculated is utterly out of the question.

The conclusion to which we are driven is not merely that a normal hydrogen atom of the type we have been considering does not radiate as rapidly as is predicted by equation (782), but that it does not radiate at all. In some way the whole theory which has led to the conclusion that an accelerated electron must radiate energy is in need of amendment.
711. This discovery, if it stood alone, would be extremely disconcerting. In actual fact it does not stand alone; it is only one of a long series of discoveries, each of which has indicated, with very little room for doubt, that the classical mechanics of Newton and the classical electrodynamics of Maxwell both fail when applied to atomic phenomena. Since the beginning of the present century the need has been recognised for a wholly new system of dynamics, such as shall be applicable to physical phenomena on atomic and sub-atomic scales, and shall merge into the Newtonian and Maxwellian dynamics in the case of larger scale phenomena. In spitc of much labour, this system of dynamics has not yet been found in its entirety. Fragments are known with fair certainty, although it is of course impossible to feel absolute confidence in any part of the system until the whole has been preced together and seen to form a consistent structure. Fortunately the parts which are known with the nearest approximation to certainty are precisely those which are necessary in the discussion of the subject of the present chapter, the electricil structure of matter.
712. In discussing the motion of a dynamical system as predicted by the classical mechanics, the usual procedure is to start from the general equations of motion, which are differential equations of the second degree, and attempt
in the first place to discover one or more first integrals of these equations. In many problems, for instance, the equations of energy and of linear and angular momentum figure as first integrals of the equations of motion. Each time a first integral is derived from the equations of motion a constant of integration is introduced, different values of this constant representing different states of the dynamical system. Under the classical mechanics these constants of integration could usually have any value we chose to assign to them, or, if this was not possible, there was at least a finite continuous range of values open to each constant of integration.

The distinguishing feature of the new dynamics is that there are no longer continuous ranges of values open to the constants of integration, but only certain definite discrete values. Generally speaking, the values available for each constant of integration are an infinite set associated with the natural integers $1,2,3, \ldots$ as, for instance, the set of values obtained by taking integral multiples of a given constant. Thus the constants of integration shew a sort of atomicity.

A parallel can be found in the atomicity of electricity. In the earlier chapters of this book, we treated electric charges as being capable of continuous variation; for instance, in calculating the energy of a condenser in $\S 97$ we treated the electric charge $e$ as changing continuously and integrated with respect to de. In actual fact we know that in charging a condenser, the charge must move by whole electrons at a time. The procedure of treating the charge as capable of continuous variation was, nevertheless, legitimate so long as we were dealing with charges of billions of electrons; our step de could be quite insignificant in comparison with the total value of $e$, although representing perhaps a million electrons. The same procedure would, however, lead to disastrous errors if it were followed in problems of atomic physics. An atom normally is an electrically neutral structure, the total charge of the positive nucleus and the negative electrons being zero. It is possible to charge it positively by withdrawing one, two, three or more electrons. Thus the atom can have a positive charge $E$, but $E$ is restricted to having the discrete values $e, 2 e, 3 e, \ldots$ etc.; it may not be regarded as capable of continuous variation.

In precisely the same way, although for reasons not clearly understood, the constants of integration in the new dynamics are limited to definite discrete values which may perhaps, in a similar manner, be integral multiples of a fundamental constant. It may for instance be possible for a constant of integration to have any one of the values $0, c, 2 c, 3 c, \ldots$ but no more possible for it to have the values $\frac{1}{2} c$ or $\frac{3}{2} c$ than it is possible for an atom to carry the charges $\frac{1}{2} e$ or $\frac{3}{2} e$.

There is a further difference between the new dynamics and the old. Under the old dynamics a constant of integration was a true constant, and retained its value absolutely unchanged until the conditions of the problem
altered. The new dynamics has no knowledge of such absolute constancy. If a constant of integration can have any one of the values $c, 2 c, 3 c, \ldots$ and has one of these values, say $2 c$, at a given instant, there is a possibility of its value taking a jump from the value $2 c$ to some other value. It is usual to think of these jumps as occurring absolutely spontaneously, although this conception is probably only a cover for our ignorance of some underlying mechanism.

The new mechanics was originally developed by Planck and others from a study of the phenomena of black-body radiation. In 1913 Prof. N. Bohr applied the new system to the problem of atomic motions and was led to a theory of the nature of these motions which gained immediate acceptance and which has stood the test of time. This theory we shall now explain.

## Bohr's Theory.

713. Let us consider the simplest case of a single electron of charge $e$ describing an orbit about a nucleus of charge $E$, which, on account of its much greater mass, is treated as a fixed centre of force. In ordinary polar coordinates the equations of motion of the electron are

$$
\begin{gather*}
m\left(\ddot{r}-r \dot{\theta}^{2}\right)=-\frac{e F}{r^{2}}  \tag{783}\\
m \frac{d}{d t}\left(r^{2} \dot{\theta}\right)=0 \quad \ldots .
\end{gather*}
$$

Equation (784) at once yields the integral

$$
\begin{equation*}
m r^{2} \dot{\theta}=\text { cons } \tag{785}
\end{equation*}
$$

but in accordance with the principles just explained, we may not suppose all values to be permissible for the constant on the right. We shall suppose that it is restricted to bcing an integral multiple of a fundamental constant which, to agree with an established notation, we shall denote by $h / 2 \pi$. Thus equation (785) must be written in the form

$$
\begin{equation*}
m r^{2} \dot{\theta}=\tau l / 2 \pi \tag{786}
\end{equation*}
$$

where $\tau$ is an integer. Using this value for $\dot{\theta}$ to eliminate the angle $\theta$ from equation (783), we obtain

$$
\begin{equation*}
m \ddot{r}=\frac{1}{r^{3} m}\left(\frac{\tau h}{2 \pi}\right)^{2}-\frac{e F}{r^{2}} \tag{787}
\end{equation*}
$$

which, on integration with respect to $r$, yields the integral

$$
\begin{equation*}
\frac{1}{2}\left[m \dot{r}^{2}+\frac{1}{r^{2} m}\left(\frac{\pi h}{2 \pi}\right)^{2}\right]-\frac{e E}{r}=\text { cons } \tag{788}
\end{equation*}
$$

Utilising equation (786), this assumes the form

$$
\begin{equation*}
\frac{1}{2} m\left(r^{2}+r^{2} \dot{\theta^{2}}\right)-\frac{e E^{\prime}}{r}=\text { cons. } \tag{789}
\end{equation*}
$$

which is at once seen to be the integral of energy, but again the constant on the right must be restricted to certain definite values, just as was the case with the right-hand member of equation (785).
714. Before proceeding to the comparatively complicated general case, let us consider the simple problem of circular orbits. Assuming that circular orbits are possible, these will be obtained by putting $\ddot{r}=0$ in equation (787) giving

$$
r=\frac{\tau^{2} h^{3}}{4 \pi^{2} e E m}
$$

As has been seen, the hydrogen atom consists of a single electron describing an orbit about a nucleus of charge $e$, while the helium atom consists of two electrons describing orbits about a nucleus of charge $2 e$. Thus on putting $E=e$ the foregoing analysis is applicable to a normal hydrogen atom, while on putting $E=2 e$ it becomes applicable to a helium atom from which one electron has been removed-i.e., to a positively charged helium atom of charge $e$.

Thus the circular orbits in both these atoms are obtained by giving various integral values to $\tau$ in equation (790). The radii of the various circular orbits which are possible for either atom are seen to be proportional to the squares of the natural numbers, and so to $1,4,9,16,25, \ldots$, while the radii possible for the positively charged helium atom are exactly half those which are possible for the hydrogen atom.
715. Mention has already been made of the possibility of what appear to be, spontaneous jumps taking place in the values of the constants of integration, and therefore also in the value of $\tau$ in equation (790). We proceed to discuss these changes.

Corresponding to the values of $r$ and $\dot{\theta}$ determined by equations (786) and (790), the negative energy $W$ of a circular orbit is found to be given by

$$
\begin{equation*}
W=-\frac{1}{2} m r^{2} \dot{\theta}^{2}+\frac{e E}{r}=\frac{2 \pi^{2} e^{2} E^{2} m}{\tau^{2} h^{2}} . \tag{791}
\end{equation*}
$$

The values of $W$ form a discrete series, proportional to the inverse squares of the natural numbers. If a spontaneous change occurs in $\tau$ it can only be from a higher value of $\tau$ to a lower value, since any change in the reverse direction would lessen the value of $W$ and so increase the energy of the system. If $\tau_{1}$ is greater than $\tau_{2}$, both $\tau_{1}$ and $\tau_{2}$ being integral numbers, a spontaneous jump from $\tau=\tau_{1}$ to $\tau=\tau_{2}$ results in the system losing energy of amount

$$
\frac{2 \pi^{2} e^{2} E^{2} m}{h^{2}}\left(\frac{1}{\tau_{2}^{2}}-\frac{1}{\tau_{1}^{2}}\right)
$$

According to Bohr's theory this lost energy leaves the system in the form of radiation; indeed the theory supposes that the atoms we have been
considering do not emit radiation at all except on the occasion of jumps of the kind we have been considering.

A change in the value of $\tau$, then, results in a change in the amount of radiant energy in the space surrounding the atom. Now Planck, from his study of black-body radiation to which we have already referred, had concluded that the radiant energy of an enclosure, if it changed at all, must change by jumps. The radiation in any space or enclosure can be analysed by Fourier's theorem into trains of waves of different frequencies, and the energy of the radiation can be regarded as the sum of the energies of these trains of waves. The total energy of radiation may accordingly be thought of as the sum of the contributions from disturbances of different frequencies. Planck's conclusion was that the energy of radiation of each frequency must be an integral multiple of a certain unit, this unit being equal to a fundamental constant $h$ multiplied by the frequency $\nu$ of the radiation in question. Planck called this unit a "quantum." Thus the quantum of energy of frequency $\nu$ was equal to $h \nu$, and the total energy of frequency $\nu$, being an integral number of quanta, was restricted to being of amount $\tau h \nu$ where $\tau$ was an integral number. It followed that any change in the field of radiation must consist of a jump in the energy of the radiation of a definite frequency and must be equal in amount to an integral number of quanta of this radiation.

In view of these results of Planck, it was natural for Bohr to suppose that when energy of the amount specified by formula (792) was set free into space, it formed one quantum of energy. This supposition by itself suffices to determine the frequency of the radiated energy. For $h \nu$, the quantum of energy, must be equal to expression (792) in order to satisfy the principle of the conservation of energy, and this gives the relation

$$
\begin{equation*}
\nu=N\left(\frac{1}{\tau_{2}^{2}}-\frac{1}{\tau_{1}^{2}}\right) . \tag{793}
\end{equation*}
$$

where

$$
\begin{equation*}
N=\frac{2 \pi^{2} e^{2} E^{2} m}{h^{3}} \tag{794}
\end{equation*}
$$

Thus Bohr's theory restricts the radiation emitted from a hydrogen atom, or from a positively charged helium atom, to one of the frequencies specified by formula (793) where $\tau_{2}$ and $\tau_{1}$ are positive integers. This gives a series of detached frequencies, or what the spectroscopist calls a "line-spectrum," whereas it is easily seen that the classical system of electrodynamics would have predicted a continuous range of frequencies or a "continuous spectrum."
716. The spectrum of hydrogen, as observed in the light from an ordinary vacuum tube, consists of a series of lines, the strongest of which $\left(H_{a}\right)$ lies at the red end of the spectrum while the remainder $\left(H_{\beta}, H_{\gamma}, H_{\delta}, \ldots\right)$ spread out, at ever diminishing distances, towards the violet. As far back as 1885 Balmer
had found that the frequencies of the different members of this series could be represented, with very great precision (about one part in 200,000), by giving to $n$ the values $3,4,5, \ldots$ in the formula

$$
\begin{equation*}
\nu=N\left(\frac{1}{2^{2}}-\frac{1}{n^{2}}\right) \tag{795}
\end{equation*}
$$

with $N=3.2902 \times 10^{11}$. It is clear that if we are free to assign this value to the $N$ which is defined by equation (794), then Bohr's theoretical formula (793) will contain Balmer's observational formula as the special series of lines obtained on taking $\tau_{\mathbf{s}}=2$. We are not free to assign any arbitrary value to the $N$ of equation (794) since the value of every quantity which enters into $N$ is known. The values of $e$ and $m$ have already been given (§ 28); for hydrogen $E$ is equal to $e$, and the value of $h$ can be obtained from a study of the spectrum of black body radiation and in a variety of other ways. The best determinations of $h$ give

$$
h=6.62 \times 10^{-27},
$$

and on substituting these values for $h, e$ and $m$, the value of $N$ given by equation (794) is found to agree, to within the errors in the determination of $e$ and $h$, with the observed value $N=3.2902 \times 10^{18}$.

It is, then, clear that $N$ has precisely the required value in equation (793), and that Bohr's theoretical formula (793) includes Balmer's observational formula (795) as a special case. It was this success of Bohr's theory that brought about its immediate acceptance by the majority of physicists. The theory, however, requires that Balmer's series should be only one of an infinite number. Other series are obtained by putting $\tau_{\mathrm{s}}$ equal to $1,3,4,5, \ldots \infty$ in equation (793), and, if Bohr's theory is correct, these series ought equally to appear in the hydrogen spectrum. The majority of the lines of these series were unknown when Bohr's theory was first published, but all the predicted lines have been found which lie in the region of the spectrum which is accessible to observation.
717. According to this theory the spectrum of positively charged helium is the same as that of hydrogen except that $E$ in equation (794) must be replaced by $2 e$ instead of by $e$, as for hydrogen. Or, if we denote the value of $N$ for hydrogen by $N_{H}$, the value of $N$ for helium will be $4 N_{B}$ and the spectrum will be given by

$$
\nu=4 N_{H}\left(\frac{1}{\tau_{2}^{2}}-\frac{1}{\tau_{2}^{2}}\right) .
$$

In this formula even values for both $\tau_{2}$ and $\tau_{1}$ give values of $\nu$ which are identical with the whole system of values of $\nu$ given by equation (793) for the hydrogen spectrum. The spectrum of ionised helium ought accordingly to shew all the lines of the normal hydrogen spectrum and, in addition, the
various lines which are obtained by giving odd values to $\tau_{1}$ or $\tau_{2}$ or both in the above formula. This is in actual fact found to be the case, except for a reservation which must now be explained.

In deducing formula (793) we assumed the nucleus to be so massive that it could be treated as a fixed centre of force. In actual fact the nucleus of the hydrogen atom has about 1844 times the mass of the negative electron, so that this assumption leads to an error of the order of one in 1844 in the value of $N$ for hydrogen. For helium the ratio of the two masses is about 7300 to one, and the predicted value of $N$ for helium is in error by about one part in 7300. When allowance is made for these errors, the value of $N$ for helium is not exactly four times the value for hydrogen, and the difference is shewn spectroscopically by the hydrogen spectrum not coinciding exactly with the corresponding lines of the helium spectrum. By measuring the distance between corresponding lines Fowler deduced the value 18:36 for the mass-ratio hydrogen nucleus and the negative electron. Allowing for the relativity correction and other refinements Paschen subsequently amended this to $1843 \cdot 7$, a value which is in excellent agreement with the values of this ratio determined by other methods.
718. So far we have considered only circular orbits. The orbit of an electron about a nucleus is, however, in no way restricted to being circular; as the law of force is that of the inverse square the orbit may be elliptic, parabolic or hyperbolic. But, just as the radius of a circular orbit is restricted to having certain definite valucs, so the eccentricity of an elliptic orbit, as well as its major axis, is restricted to having certain valucs.

An adequate discussion of the manner of calculating these restrictions would carry us too far outside the scupe of the present book. The following will, however, suffice for the immediate purpose in hand.

Let $q_{1}, q_{2}, q_{3}, \ldots$ be the generalised coordinates of any dynamical system, defined as in § 548, and let $p_{1}, p_{2}, p_{3}, \ldots$ be the corresponding momenta defined by

$$
\begin{equation*}
p_{1}=\frac{\partial E}{\partial \dot{q}_{1}} \text { etc. } \tag{796}
\end{equation*}
$$

where $E$ is the energy expressed as a function of $q_{1}, q_{2}, q_{3}, \ldots$ and $\dot{q}_{1}, \dot{q}_{2}, \dot{q}_{3}, \ldots$. For certain dynamical systems it is possible to deduce, by ordinary mechanics, a number of equations of motion such that only one coordinate and the corresponding momentum, e.g., $q_{1}$ and $p_{1}$, enter in each. As we shall al once see, equation (784) is an equation of this type involving only the momentum corresponding to the coordinate $\theta$, and equation (787) is another, for it involves only the coordinate $r$ and the corresponding momentum $m \dot{r}$. The solution of such an equation will be the same as if the whole system had only the one degree of freedom corresponding to this one coordinate, so that either the coordinate will increase or decrease beyond limit, or will oscillate repeatedly
between two constant extreme values. In the latter case it is found that the proper restriction to apply to the motion of any coordinate $q_{1}$ is that given by

$$
\begin{equation*}
\int p_{1} d q_{1}=\tau h \tag{797}
\end{equation*}
$$

where the integration extends throughout a whole oscillation in the value of $q, h$ is the constant already defined, and $\tau$ is any integral number.

For instance if $q_{1}$ is the coordinate $\theta$ in the orbit of an electron about a nucleus, the momentum, as defined by equation (796), is $p_{1}=m r^{2} \dot{\theta}$. Equation (785) may accordingly be written in the form

$$
p_{1}=\text { constant },
$$

which is of the required form, since it contains no coordinates or momenta other than $p_{1}$ and $q_{1}$. A complete oscillation extends from $q_{1}=0$ to $q_{1}=2 \pi$, so that equation (797) assumes the form
or

$$
\begin{aligned}
& 2 \pi p_{1}=\tau h, \\
& m r^{2} \dot{\theta}=\tau h / 2 \pi,
\end{aligned}
$$

which is identical with our equation (786).
Similarly, if $q_{2}$ is the coordinate $r$ of the same orbit, $p_{2}=m \dot{r}$ so that equation (787) is of the required form. The first integral of this equation is equation (788), and this may be written in the form

$$
\frac{1}{2}\left[\frac{p_{2}{ }^{2}}{m}+\frac{1}{r^{2} m}\left(\frac{\tau h}{2 \pi}\right)^{2}\right]-\frac{e E}{r}=-W,
$$

where $W$ is constant, the negative energy of the orbit. This equation gives $p_{2}{ }^{2}$ as a quadratic function of $1 / r$; it may be written in the form

$$
p_{2}{ }^{2}=\left(\frac{\tau h}{2 \pi}\right)^{2}\left(\frac{1}{r_{1}}-\frac{1}{r}\right)\left(\frac{1}{r}-\frac{1}{r_{2}}\right),
$$

where $r_{1}, r_{9}$ are determined by

$$
\begin{equation*}
\left(\frac{\tau h}{2 \pi}\right)^{2} \frac{1}{r_{1} r_{2}}=2 W m, \quad\left(\frac{\tau h}{2} \frac{2}{\pi}\right)^{2}\left(\frac{1}{r_{1}}+\frac{1}{r_{2}}\right)=2 e E m \tag{798}
\end{equation*}
$$

In the course of a complete oscillation $r$ varies from $r_{1}$ to $r_{2}$ and then back to $r_{1}$. Thus the path of integration in equation (797) may be taken to be twice the range from $r_{1}$ to $r_{2}$, and the equation assumes the form

$$
\begin{equation*}
2\left(\frac{\pi h}{2 \pi}\right) \int_{r_{1}}^{r_{1}}\left[\left(\frac{1}{r_{1}}-\frac{1}{r}\right)\left(\frac{1}{r}-\frac{1}{r_{2}}\right)\right]^{l} d r=\tau^{\prime} h \tag{799}
\end{equation*}
$$

where $\tau^{\prime}$ is a new integer. Evaluating the integral by the transformation

$$
\frac{1}{r}=\frac{1}{r_{1}} \cos ^{2} \theta+\frac{1}{r_{2}} \sin ^{2} \theta
$$

we readily obtain

$$
2 \int_{r_{1}}^{r_{2}}\left[\left(\frac{1}{r_{1}}-\frac{1}{r}\right)\left(\frac{1}{r}-\frac{1}{r_{2}}\right)\right]^{\frac{1}{2}} d r=\frac{\pi}{\sqrt{\left(r_{1} r_{2}\right)}}\left[\sqrt{r_{2}}-\sqrt{r_{1}}\right]^{3} .
$$

Equation (799) now becomes

$$
\frac{\tau}{2 \sqrt{\left(r_{1} r_{2}\right)}}=\frac{\tau^{\prime}}{\left(\sqrt{r_{2}}-\sqrt{r_{1}}\right)^{2}},
$$

and each side is at once seen to be equal to

$$
\frac{\tau+\tau^{\prime}}{r_{1}+r_{2}}
$$

The elimination of $r_{1}$ and $r_{2}$ from this equation and the two equations (798) gives

$$
W=\frac{2 \pi^{2} m e^{2} E^{2}}{\left(\tau+\tau^{\prime}\right)^{2} / l^{2}}
$$

We obtain all possible values for $W$ by giving integral values to $\tau$ and $\tau^{\prime}$. It is at once seen that no new values are introduced beyond those already discovered in equation (791).

By a well-known formula the eccentricity $\epsilon$ of the orbit is given by

$$
\begin{equation*}
1-\epsilon^{2}=\frac{2 W p_{1}{ }^{2}}{m e^{2} E^{\prime 2}}=\frac{\tau^{2}}{\left(\tau+\tau^{\prime}\right)^{2}} \tag{801}
\end{equation*}
$$

and, since $\tau$ and $\tau^{\prime}$ are necessarily integrals, it is clear that only definite valucs are permissible for the eccentricity. The semi-axes $a, b$ of the orbit are related by

$$
\frac{b^{2}}{a^{2}}=1-\epsilon^{2}
$$

so that equation (801) shews that $b / a$ will be commensurable for all orbits which can be described.

By a well-known theorem, the energy of an elliptic orbit is equal to that of a circular orbit whose radius is equal to the semi-major-axis of the ellipse. It follows from equation (790) that the semi-major-axis $a$ of an elliptic orbit is given by

$$
\begin{equation*}
a=\frac{n^{2} h^{2}}{4 \pi^{2} e} \tag{802}
\end{equation*}
$$

where $n$ is written for $\tau+\tau^{\prime}$, while from equation (801) the eccentricity i . given by

$$
\begin{equation*}
\epsilon^{2}=1-\frac{\tau^{2}}{n^{2}} \tag{803}
\end{equation*}
$$

The orbits $n=1(\tau=1), n=2(\tau=1$ or 2$), n=3(\tau=1,2$ or 3$)$ and $n=4$ ( $\tau=1,2,3$ or 4 ) are shewn in fig. 140*. The distance of closest approach to the nucleus is $a(1-\epsilon)$ which is given by

$$
a(1-\epsilon)=\frac{h^{2}}{4 \pi^{2} e E}-n\left(n-\sqrt{n^{2}-\tau^{2}}\right) .
$$

[^40]The expression on the right has its minimum value when $\tau=1$ and $n=\infty$, namely

$$
a(1-\epsilon)=\frac{h^{2}}{8 \pi^{2} e E m}
$$

Thus the electron never approaches the nucleus to within a distance less than half of the radius of the smallest circular orbit.


Fig. 140.
719. Since the extension to elliptical orbits has introduced no new values of $W$, it follows that the spectrum will consist of those lines which were predicted by the simple theory of circular orbits and no others. Nevertheless the possibility of elliptical orbits has introduced an essential difference into the spectrum. Since an orbit of any permissible energy $W_{1}$ or $W_{2}$ can now be described in more than one way, it follows that a fall from energy $W_{\mathrm{z}}$ to energy $W_{1}$ can occur in more than one way, so that the spectral line which is produced by a fall from energy $W_{2}$ to energy $W_{1}$ may appropriately be thought of as the superposition of a number of lines, all of which, although having precisely the same frequency, are produced by different events.
720. It is possible to separate out these coincident lines in a variety of ways. Perhaps the simplest is by placing the radiating atoms in a magnetic field. Each electronic orbit is affected by the field, and different orbits, even though of the same energy before the field was put on, will be affected in different ways. It follows that the spectral lines which were originally coincident will be displaced to different extents, as. is observed in the Zeeman effect. It can be shewn that the explanation of the normal Zeeman effect which has already been given in $\S 635$ holds valid even when the quantumrestrictions are applied to the electronic orbits. The anomalous Zeeman
effect presents a more complicated problem which can hardly yet be said to have been satisfactorily solved.

The placing of the radiating matter in a powerful electrostatic field also results in a separation of the originally coincident lines, this being known as the Stark effect. The dynamical theory just explained provides a calculation of the separations to be expected in this case, and the predicted separations are found to agree very closely with those actually observed.
721. But perhaps the most interesting feature of all is that there is a slight separation even when external magnetic and electric fields are entirely absent. In the analysis of $\S 713$, we treated $m$ the mass of the electron as an absolute constant, although we already knew ( $\$ 660$ ) that the mass varies with the velocity of motion of the electron. For circular orbits this does not matter much; the mass of course remains strictly constant throughout the description of any single circular orbit, although varying slightly from one orbit to another. But in an elliptic orbit the mass varies from one part to another of the same orbit. When allowance is made for this, the orbit is no longer strictly elliptical, and formula (800) only provides a first approximation to its energy. When the necessary additional terms are included, it is found that the value of $W$ no longer depends solely on $\tau+\tau^{\prime}$, but on $\tau$ and $\tau^{\prime}$ separately. It follows that each of the lines which our simple theory treated as a superposition of coincident lines must in actual fact shew a "fine-structure" of adjacent slightly separated lines. Such "fine-structures" are easily observed in a powerful spectroscope. The theoretical separations to be expected have been calculated by Sommerfeld and others, and although the observed separations are so small as to make exact measurement exceedingly difficult, there seems no room for doubt that they agree with those predicted by theory.

The dynamical theory of these phenomena is not given in the present book. The reader who wishes to study it is referred to the original papers of Bohr, Sommerfeld and others, or to the author's "Dynamical Theory of Gases."
722. The new dynamics, as has now been seen, allots a definite size to the atom and so provides a mechanism by which atoms have a permanent existence, instead of radiating away all their energy and collapsing. For the hydrogen atom the minimum energy is found by taking $\tau+\tau^{\prime}=1$ in equation (800), and since $\tau$ cannot be zero, this requires that $\tau=1$ and $\tau^{\prime}=0$. Thus the orbit of minimum energy is the circular orbit of radius (cf. equation (802))

$$
\begin{equation*}
a=\frac{h^{2}}{4 \pi^{2} e^{2} \bar{m}} \tag{804}
\end{equation*}
$$

The electrons in hydrogen atoms can describe circular orbits of radii $4,9,16, \ldots$ times this and a variety of non-circular orbits as well, but this equation defines the hydrogen atom in its normal state of minimum energy.

On inserting the numerical values already given, we find $a=0.53 \times 10^{-8} \mathrm{cms}$., which is in good agreement with the radius of the hydrogen atom as found in other ways.

Dewar found the density of solid hydrogen at $13 \cdot 2^{\circ}$ absolute to be 0.0763 . Thus a cubic centimetre of hydrogen at this temperature has mass 0.0763 grammes and consists of atoms of hydrogen each of which is known to have a mass of $1.662 \times 10^{-24}$ grammes. It follows that the number of hydrogen atoms in a cubic centimetre of solid hydrogen is $4: 59 \times 10^{22}$, so that the space occupied by each is $2.18 \times 10^{-23}$ cubic centimetres. This is the space that would be occupied if the atoms were spheres arranged in cubical packing, each being of radius $1.40 \times 10^{-8} \mathrm{cms}$. In $\S 150$ we found that the dielectric constant of hydrogen is the same as if the molecules were spheres of radius $0.916 \times 10^{-8} \mathrm{cms}$. A similar calculation would have suggested that the hydrogen atom might be regarded as having 3 radius equal to $1 / \sqrt[3]{2}$ times this or $0.723 \times 10^{-8} \mathrm{cms}$. Neither of these calculations can lay claim to $\boldsymbol{q}^{-}$eat accuracy; a far more accurate determination of atomic dimensions is obta ned from the Kinetic Theory of Gases. If the molecules of hydrogen are regarded as spheres, the three phenomena of viscosity, conduction of heat and diffusion agree in assigning to these spheres a radius of $0.68 \times 10^{-8} \mathrm{cms}$., while observations on the deviations from Boyle's law suggest the slightly lower value of $0.64 \times 10^{-8} \mathrm{cms}$. Again the hydrogen atom may be supposed to have a radius equal to $1 / \sqrt[3]{2}$ times that of the molecule, so that the two values of the atomic radius are respectively $0.54 \times 10^{-8}$ and $0.51 \times 10^{-8} \mathrm{cms}$., in cl 'e agreement with the value $0.53 \times 10^{-8}$ required by the electrical structure of the atom.

It must, however, be noticed that the Kinetic Theory requires the atom to occupy a three-dimensional volume, whereas on Bohr's theory the hydrogen atom is at most a disc. If we imagine this disc, the orbit of the negative electron, to be continually changing its orientation in space we pass naturally to the conception of the hydrogen atom reserving for itself, or perhaps clearing for itself, a spherical space equal in radius to the orbit of the electron. This conception is in accordance with the known facts of crystal structure.
723. The theory of structures of more than two constituent parts is far less advanced, no satisfactory mechanism having yet been devised for either the helium atom or the hydrogen molecule. A large amount of consistent evidence suggests that the electrons of complex atort $s$ are arranged in shells or rings corresponding to different quantum numbers, but the method of arrangement has not yet been brought within the scope of mathematical treatment.

Questions of electrical conductivity and of the optical and dispersive properties of substances are clearly subjects for treatment by the new dynamics, but only meagre progress has so far been made. The same applies to the problem of the nature of radiation. There is at present a divergence of
opinion as to whether radiation is propagated in accordance with Maxwell's equations or in the form of "atomic" packets of energy which travel through space without spreading out in the manner demanded by the classical electromagnetic theory.

## I'he Correspondence Principle of Bohr.

724. In conclusion we may refer to a procedure which holds out some hope of bridging the gulf between the classical electrodynamics and the new electrodynamics of quanta.

When an electron describes a circular orbit about a nucleus, the number of revolutions per second in this orbit, $n$, is equal to $\dot{\theta} / 2 \pi$, whence, from equations (786) and (790),

$$
n=\frac{4 \pi^{2} e^{2} E^{2} m}{\tau^{3} / 1^{3}}
$$

The period of an elliptic orbit is known to be the same as that of a circular orbit of the same energy, so that the same equation will give the frequency of revolution in an elliptic orbit of total quantum number $\tau$.

The frequencies of the radiation which can be emitted on the electron dropping from this orbit to one of lower quantum number $\tau^{\prime}$ are, from equation (792),

$$
\begin{equation*}
\nu=\frac{2 \pi^{2} e^{2} E^{2} m}{h^{3}}-\left(\frac{1}{\tau^{\prime 2}}-\frac{1}{\tau^{2}}\right) . \tag{806}
\end{equation*}
$$

If the integers $\tau$ and $\tau^{\prime}$ are both large, and differ only by a small number $s$, which must of course also be integral, the approximate value of $\left(\frac{1}{\tau^{\prime 2}}-\frac{1}{\tau^{2}}\right)$ will be

$$
\frac{1}{\tau^{\prime 2}}-\frac{1}{\tau^{2}}=-\left(\tau-\tau^{\prime}\right) \frac{\partial}{\partial \tau}\left(\frac{1}{\tau^{2}}\right)=\frac{2 s}{\tau^{3}},
$$

and equations (805) and (806) now shew that the possible frequencies of radiation are given by

$$
\nu=s n
$$

If the motion of the electron, describing its orbit with frequency $n$, had been analysed by Fourier's theorem, and the resulting radiation calculated by the classical electrodynamics, we should have found radiations of frequencies

$$
n, 2 n, 3 n, \ldots,
$$

so that according to the classical electrodynamics also, the frequencies of the emitted radiation would be given by equation (807).

It accordingly appears that in the liniting case in which $\tau$ and $\tau^{\prime}$ are both large. the old classical electrodynamics and the new quantum dynamics agree in predicting the same frequencies for the spectrum of emitted radiation. In this limiting case, the radius of the electron orbit is infinite, successive radii
only differ by an infinitesimal fraction of each, and orbits of all eccentricities are possible. Thus the electron is just on the verge of becoming a free clectron. This limiting case provides a bridge between the old mechanics and the new; on one side of the bridge the classical electrodynamics holds undisputed sway, but as we cross the bridge and advance into the territory on the other side, the additional restrictions imposed by the quantum dynamics become ever more important until finally they may be considered to govern the whole situation. The exploration of the territory on the far side of the bridge will provide work for a new generation of mathematical physicists; the present work attempts only to bring the reader as far as the bridge, and to make clear to him that if he crosses it he must expect to find different conditions prevailing on the other side.
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Osclulatory discharge of a condenser, 460

Parabollo cylinders, 267, 269
Peraíel plate condenser, 77, 115, 272, 274
Paramagnetism, 410, 413
Particle, magnetic, 366, 372, 377, 303
Pender, 515
Vermeablilty, magnetic, 410
Perot and Fabry, 525
Perrotin, 526
Physical dimensions of electric quantities, 14, 531
Picard, 505
Planck, 634, 636
Plane conductors and condensers, 69, 185, 194, 272
" current sheets, 480, 482
", semi infinite (electrified), 266, 273, 282
," waves of light, 534
Poincaré, 505, 591
'Fósson's equation, 40, 121
" imaginary magnetic matter, 375, 418
" utheory of induced magnetism, 127, 418
Polarisation (electrostatic), 117, 118, 126, 155, 232, 536
" of light, 535, 543, 565
Polarising angle of light, 543
Polarity of molecules, 126
Potential (electrostatic), 26, 31, 121, 345
" $" \quad$ maxima and minima, 43, 167
(electric), 570, 625
") (magnetic), 370, 413, 429
", (vector), 393, 625
", coefficients of, 93, 96, 97
LYoynting's theorem, 518
Practical units, 530
UPessure of radiation, 538, 615
Principal coordinates, 550
Pulse of electric action, 578
Quadrant electrometer, 107
Quadric, stress-, 147
Quantity of electricity, 7, 8, 77, 109, 437
Quantum theory, 558
Quincke, 181, 416, 417
Uradiant Energy, mass of, 613, 614, 616
" " momentum of, 615, 616
$" \quad \because \quad$ nature of, 644
ULadiation of Energy, 577, 592, 617
pressure of, 538, 615
" from electrons, 576, 59

Radius of atom, 642, 643
" " molecule, 132, 648
Rapidly alternating currents, 477, 501
Rayleigh (Lord), 358, 595
Recalescence, 412
Reciprocation theorem of Green, 92, 163
Refection of light, 540, 541, 542, 546, 548
", coefficients of metals, 548
Refraction of light, 539, 541, 543
" $\quad$ " lines of force, 123
" " " "flow, 346
Refractive index, 532, 553
Relativity, theory of, 593 ff .
Relaration, time of (for a dielectrio), 359
Residual discharge, 361
Resistance of a conductor, 301, 314, 355, 557
" measurement of, 314
,, specific, 342
", box, 314
Resolution of a magnetic partiole, 372
Retentiveness (magnetic), 412, 422
Riemann, 527
,, 's surface, 280
Rontgen, 514
., rays, 311, 578
Rosa and Dorsey, 525
Rowland, 514, 515
, and Nichols, 361
Russell, A., 199
Rutherford, 630
Saturation (magnetio), 411
Saunders, 525
Schott, 575
Schuster, 403, 555
Schwarz's transformation, 271
Screening, electric, 62, 97, 548
Searle, 584
Self-induction, 456
sellmeyer's dispersion formula, 558
Lenell, magnetic, see Magnetic shell
Signals, transmission of, 332, 502
Sjpe-galvanometer, 435
Soap-bubble, electrification of, 81
Solenold, magnetic, 432
Sglenoldal vector, 158
Sommerfeld, 283
Specific heats, 556
Lepecific inductive capacity, see Induotive capacity
Lepherical conductors and condensers, 66, 71, 99, 100, 189, 192, 196, 226, 228, 231264
bowl, 250
9
" harmonics (theory), 206, 233, 243
" $"$ (applications), 224, 401
Spheroidel conductor, 248

Spheroidal harmonics, 254, 257
Btarlz effect, 642
Btewart, Balfour, 402
(5tokes, 578
ferken' theorem, 388
streases, general theory of, 142
" electrostatio, 146, 169
" in dieleotrios, 175
" ", electromagnetic field, 582, 618, 619
" ," magnetic media, 415
submarine cable, 79, 319, 332, 351, 605
Superporition of fields, 90,191
Surface-electrification in conductors, 18, 21, 87,
$45,61,121,194$
" " ," dielectrics, 125
" harmonios, 208
susceptibility, magnetic, 410
Trangent galvanometer, 434
Tolegraph wire, capacity of, 195
" " transmission of signals along, 317, 332, 502
Tolegraphic equation, 504
Vorrestrial magnetism, 400
Tesseral harmonics, 237
Thomson, J. J., 286
Time of relaxation, 359
Torsion balance, 11, 365
Transformer, theory of, 465
Trouton and Rankine, 595
Trowbridge and Duane, 525
Yubes of force (electrostatic), 44, 46, 47, 117

Tubes of force (magnetio), 871
" , flow, 341
" " induction, 386
Unicursal curves, 269
Uniformily magnetised body, 378
Uniqueness of solution, 89, 163
Unite, 14, 77, 305, 365, 427, 522, 528
" ratio of electrical, 525, 528, 530
Footor-potential, 398, 438, 474, 625
Velocity of electromagnetic waves, 505, 524, 525
" $\quad$, light, 526, 532
Volt (anit of potential), 805, 630
Corita'm 1sw, 303
Voltaic cell, 302
Foltmeter, 814

Water-tube expertment, 593, 607
Wave-propagation, equation of, 520, 525, 534, 571
in dieleotrics, 524
,, metals, 527, 545
" " " ", crystalline media, 536
" $\quad$ " velocity of, 524, 525
Wheber's theory of magnetism, 3, 418, 508
Wey!, 623
Wheatatone's bridge, 315, 316
Wiechert, 575.
Wilson, H. A., 605
Zeeman effect, 564, 641
Zonal harmonics, 233


[^0]:    - Experimental Ilesearches, 1295, 1208, 1304. (Nov. 1837.)
    $\dagger$ Experimental Researches, 1686, 1688, 1679. (June, 1838.)

[^1]:    - Boltanamn, Wiciter Sitzungsler. by, p. b12.

[^2]:    - Clausius (Mech. Wärmetheorie, 2, p. 91) has obtained the relation

    $$
    \frac{K-K_{0}}{K+2 K_{0}^{\prime}}=\frac{4 \pi}{3} n u^{3},
    $$

    by considering the field inside a sphere of dielectric. The value of $K$ must of course be independent of the shape of the piece of the dielectric considered. The apparent discrepancy in the two values of $K$ obtained, is removed as soon as we reflect that both proceed on the assumption that $K-K_{0}$ is small, for the results agree as far us first powers of $K-K_{0}$. Pagliani (4ecad. dei Lincei, 2, p. 48) finds that in point of fact the equation

[^3]:    *Authoritics:-1. Boltzmann, 1875.
    2. Klemenčıč, 1885.
    3. Calculated from refractivo index for Sodium Light.
    4. Hockheim, 1908.
    † Jeans, Introduction to the Kinetic Theory of Gases, p. 183.

[^4]:    - I am indebted to Lord Kelvin for permission to ase these figures.

[^5]:    - Papers on Electrostatics and Magnetism, p. 96, \& 142.

[^6]:    *The proof of this theorem is stated in the form which seems best suited to the requirements of the student of electricity and makes no pretence at aisolute mathematical rigour.

[^7]:    - Being a power series in $\cos \theta$ it can only have a single radius of convergence, and this cannot be between $\cos \theta=1$ and $\cos \theta=-1$.

[^8]:    - Pupers on Elect. and Mag. p. 183.
    + Truus. Camb. Phil. Soc. xvilu. p. 277.

[^9]:    - "Ueber verzweigte Potentiale im Raum," Proc. Lond. Math. Soc. 28, p. 395, and 30, p. 161.

[^10]:    - For a long time there has been a divergence of opinion as to whether this difference of potential is not due to the chemical chauge at the surfaces of the conductors, and therefore dependent on the presence of a layer of air or other third substance between the conductors. It seems now to be almost certain that this is the case, but the question is not one of vital importance as regarde the mathematical theory of electrio ourrents.

[^11]:    * "On the Theory of the Eleotric Telegraph," Proc. Roy. Soc. 1855.

[^12]:    * Cf. Maxwell, Collected Workx, ir. p. 681, or Jeans, Dynamical Theory of Gases, p. 294.
    

[^13]:    - Phil. Mag. [5] vol. II. p. 414 (1881).
    † W'ued. Ann. xx. (1883), p. 279.

[^14]:    - Wied. Ann. xxxv. (1888), p. $291 . \quad \dagger$ Wied. Ann. xl. (1890), p. 328.

[^15]:    *Sir E. Shackleton gives the position of the South Pole in 1909 as $\mathbf{7 2}^{\circ} \mathbf{2 5} 5^{\prime}$ S., $155^{\circ} 16^{\prime} \mathrm{E}$.

[^16]:    - The outer surface of the sun is not rigid, and rotates at different rates in different latitudes. Thus it is impossible to discover the actual rate of rotation of the inner core except by such indirect methods as that of observing periods of magnetic variation.
    $\dagger$ Roy. Soc. Phil. Trans., 202, p. 335.
    $\ddagger$ Art. "Terrestrial Magnetism," in the 9th Edn. of the Encyc. Brit. (1882).

[^17]:    - Iron $=55 \cdot 8$, niokel $=58 \cdot 7$, cobalt $=58 \cdot 9$.
    $\dagger$ For an account of the composition and properties of Heusler's alloys, see a paper by J. C. McLennan, Phys. Récicio, Vol. 24, p. 419.

[^18]:    - Wied. Ann. 24, p. 347.
    † Wied. Ann. 34, p. 401.
    $\ddagger$ Comptes Rendus, 36, p. 917.

[^19]:    - See a paper by the author, "Finite Carrent-sheets," Proc. Lond. Math. Soc. Vol. xxxr. p. 151.

[^20]:    - Phil. Mag. 1888 and Coll. Papers.
    $\dagger$ C. R. 117 (1893), p. 1027.
    $\ddagger C . R .118$ (1894), $\mu .16 . \quad$ \& C. R. 118 (1894), p. 162.
    II Riemann-Weber, Dte particlle Differentalgleichungen der Math. Phystk, 4th edn. (1901), II. p. 322.

[^21]:    - This is not quite accurate, for the motion of the magnetic field ( $a, \beta, \gamma$ ) induces an electric field which ought to be taken into account in evaluating ( $f, g, h$ ). Equationa (526) are, however, very nearly accurate except for very rapidly moving charges. The exact solution will be given later (ol. 83 624, 647, 656).

[^22]:    - Die partielle Differentialgleichungen der Math. Physik, 4th edn. (1901), II. p. 399.

[^23]:    - From material collected by Pidduck, $\Delta$ Treatise on Electricity (Camb. Univ. Press, 1916), p. 451.
    $\dagger$ Infra-red radiation.
    $\ddagger$ Sodium light.
    § From table on p. 132.
    \| Kaye and Laby, Physical and Chemical Constants (eighth edition), p. 75.

[^24]:    * Maxwell, Electricity and Magnetism (Third Edition), 8793.

[^25]:    - Annalen der Physik, 11, p. 873; Phil. Mag. 7, p. 157.
    $\dagger$ Phil. Mag. 7, p. 168.

[^26]:    - Proc. Roy. Soc. A, 81, p. 367 (1908).
    $\dagger$ Wied. $\Delta n n .9$, p. 641 (1880).
    $\ddagger$ Wied. Ann. 11, p. 70 (1880).
    § Phys. Zeitschrift, 6, p. 629 (1905).

[^27]:    The existence of this force explains the mechanism by which an induced current is set up in a wire moved across magnetic lines of force. The force (625) has its direction along the wire and so sets each electron into motion, producing a current proportional jointly to the velocity and strength of the field-i.e. to $d N / d t$.

[^28]:    *Phil. Mag. 9 (1880), p. 225.

    + Maxwell, Electricity and Magnetism, § 501.

[^29]:    * These formulae for $\Psi$ and $F$ were first given by Lienard (L'Fclairage Electrique, 1898) and E. Wiechert (Arch. Néerland. 5, 1900, p. 549). Our proof has followed closely the method given by Lorentz (Theory of Electrons, p. 254) ; an alternative proof is given by Schott (Electromagnetic Radiation, 1912, p. 22).

[^30]:    * Phil. Trans. A, 187 (1896), p. 165.
    † Phys. Zeitschrift, 5 (1904), p. 576, or Theorie der Elektrizität (2nd ed.), p. 165.

[^31]:    *Rendiconti del Circolo Matem. di Palermo, 21 (1906), p. 129.

[^32]:    * For a fuller account the reader is referred to special treatises-Larmor's Ether and Matter (Camb. Univ. Press, 1900) or Cunningham's Relativity (Camb. Univ. Press, 1914).

[^33]:    - Phil. Mag. 4 (1902), p. 678.
    $\ddagger$ Proc. R. S. 80 (1908), p. 420.
    † Ibid. 7 (1904), p. 317.
    \& Theory of Electrons, p. 217.

[^34]:    - According to Einstein's theory of generalised relativity, to which we shall return below ( $\$ 702$ ), light does not travel in atraight lines in the presence of a gravitational field. The assumption we have just made marks the parting of the ways between the old physical theory of relativity and the new generalised theory. On the new theory the assumption just made is strictly true only at an infinite distance from all matter; it may nevertheless be regarded as a very accurate first approximation to the truth except in gravitational fields enormously more intense than any of which we have experience.

[^35]:    - Amsterdam Proc. (1904), p. 809.

[^36]:    - l.c. ante. † 4nn.d. Physik, 17 (1905), p. 916.

[^37]:    - In technical investigations on Relativity - $d s^{2}$ is usually written for our $d s^{2}$.

[^38]:    - It must always be remembered that the space in question is four-dimensional; otherwise the statement appears nonsensical. It would be absurd to say that the approximate semicircle described by the earth between perihelion and aphelion is the most direot path between these two points ; it is only when the six months interval in time is taken into account that the statement begins to appear reasonable. We can get rid of the time-interval by supposing the particle to move with infinite velocity in which case the path becomes a straight line even in ordinary threedimensional space.

[^39]:    * Unfortunately it is round these conventions that the difficulties of the subject mainly centrn. It is meaningless to speak of a measuring rod changing its length unless there is something more absolute against which it can be measured, and the complexities of the theory, especially of Weyl's theory, turn on the properties of the imaginary gauges or meshes against which material objects may be measured. It is impossible to give a full discussion in the present book. The student who wishes to pursue the subject further nay be referred to

    Eddington, Space, Time and Gravitation. ELSington, The Mathematical Theory of Relativity. Weyl, Raum, Zeit, Materie (French Translation, Temps, Espace, Matière).
    It ought to be added that the brief sketch in the present book follows the exposition of Eddington rather than that of Weyl.

[^40]:    * Reproduced by permission from a paper by Bohr (Nature, July 7, 1923).

